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INTRODUCTION

About Cribl LogStream

Getting started with Cribl LogStream

What s Cribl LogStream?

Cribl LogStream helps you process machine data - logs, instrumentation data,
application data, metrics, etc. - in real time, and deliver them to your analysis
platform of choice. It allows you to:

e Add context to your data, by enriching it with information from external
data sources.

e Help secure your data, by redacting, obfuscating, or encrypting sensitive
fields.

e Optimize your data, per your performance and cost requirements.

SOURCES DESTINATIONS

Splunk UF/HF
Syslog
Elastic Beats
Fluentd
HTTP/S

Splunk

Syslog

Elastic

Cribl Kafka/Confluent
Azure, Blob, Monitor, Hub

TCP
TCPJSON
Kafka
Amazon S3
Amazon Kinesis
Amazon SQS
Azure Event Hubs
Metrics
SNMP Traps
... more

S

LogStream”™

Transform, secure, add context to,
filter, route, and control your
observability data in real time

Sources, LogStream, destinations

AWS S3, Kinesis, SQS, CWL
Databricks
Snowflake

SNMP Traps
NFS/Filesystem
Statsd/Graphite

InfluxDB
MinlO
Honeycomb

... more

Cribl LogStream ships in a single, no-dependencies package. It provides a
refreshing and modern interface for working with and transforming your data.

It scales with - and works inline with - your existing infrastructure, and is
transparent to your applications.
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Who Is Cribl LogStream For?

Cribl LogStream is built for administrators, managers, and users of
operational/DevOps and security intelligence products and services.

What's Next

> Basic Concepts
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Basic Concepts

Notable features and concepts to get a fundamental understanding of Cribl
LogStream

As we describe features and concepts, it helps to have a mental model of Cribl
LogStream as a system that receives events from various sources, processes
them, and then sends them to one or more destinations.

SOURCES DESTINATIONS

Splunk
Syslog
Elastic

Splunk UF/HF
Syslog
Elastic Beats

Fluentd ‘ Cribl Kafka/Confluent
HTTP/S % LOgStrea m" Azure, Blob, Monitor, Hub
TCP AWS S3, Kinesis, SQS, CWL
TCPJSON Databricks
Kafka Transform, secure, add context to, Snowflake
Amazon S3 - SNMP Traps
filter, route, and control your NFS/Filesystem

Amazon Kinesis
Amazon SQS
Azure Event Hubs
Metrics
SNMP Traps
... more

observability data in real time Statsd/Graphite
InfluxDB
Minlo
Honeycomb
... more

Sources, LogStream, destinations

Let's zoom in on the center of the above diagram, to take a closer look at the
processing and transformation options that LogStream provides internally.
The basicinterface concepts to work with are Routes, which manage data
flowing through Pipelines, which consist of Functions.
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Cribl

Q= LogStream”

0

ROUTES
ROUTE PROCESSING
SOURCES FILTERS PIPELINES DESTINATIONS

Pre-Processing Post-Processing

Pipelines H O — Pipelines o
R — : e ()
...... > BN [0 pipeine> || > G- JEEEEE
Post-process or
> |“l 10 a Destination

i Pre-process or O~
mEm —

normalize events

Destination 3
from a Source

a o
"""""""""""""""""""""" g P’ goo > l Pipeline 4 l
---------

Destination 4

Destination D

Routes map events Processing Pipelines
to Pipelines and perform all event
Destinations transformations

Routes, Pipelines, Functions

Routes

Routes evaluate incoming events against filter expressions to find the
appropriate Pipeline to send them to. Routes are evaluated in order. Each
Route can be associated with only one Pipeline and one output (configured as
a LogStream Destination).

By default, each Route is created with its Final flagsetto Yes .With this
setting, a Route-Pipeline-Destination set will consume events that match its
filter, and that's that.

However, if you disable the Route's Final flag, one or more event clones will
be sentdown the associated Pipeline, while the original event continues down
LogStream's Routing table to be evaluated against other configured Routes.
This is very useful in cases where the same set of events needs to be processed
in multiple ways, and delivered to different destinations. For more details, see
Routes.

Pipelines

A series of Functions is called a Pipeline, and the order in which you specify the
Functions determines their execution order. Events are delivered to the
beginning of a Pipeline by a Route, and as they're processed by a Function, the
events are passed to the next Function down the line.
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Pipelines attached to Routes are called processing Pipelines. You can
optionally attach pre-processing Pipelines to individual LogStream Sources,
and attach post-processing Pipelines to LogStream Destinations. All Pipelines
are configured through the same Ul - these three designations are determined

only by a Pipeline's placementin LogStream's data flow.

Pipelines categorized by position

Events only move forward - toward the end of a Pipeline, and eventually out of
the system. For more details, see Pipelines.

Functions

Atits core, a Function is a piece of code that executes on an event, and that
encapsulates the smallest amount of processing that can happen to that event.
Forinstance, a very simple Function can be one that replaces the term foo
with bar on each event. Another one can hash or encrypt bar . Yetanother
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function can add afield - say, dc=jfk-42 -toanyeventwith source=xus-

nyc-application.log .

<>

Function

Comment

Eval

Comment

Mask

Filter

Replace 'foo' with 'bar' (very important)

"_raw includes('foo')"

@Al ~

Mask sensitive information: MD5 hash of a social security number; MD...

sourcetype=='business_event'

Functions stacked in a Pipeline

cn[) ...

Functions process each event that passes through them. To help improve

performance, Functions can optionally be configured with filters, to limit their

processing scope to matching events only. For more details, see Functions.

A Scalable Model

You can scale LogStream up to meet enterprise needs in a distributed

deployment. Here, multiple LogStream Workers (instances) share the

processing load. But as you can see in the preview schematic below, even

complex deployments follow the same basic model outlined above.

PULL Sources

SOURCES

Splunk UF/HF
Elastic Beats

Syslog
Fluentd
HTTP/S

TCP
TCPJSON
Metrics
SNMP Traps
... more

Kafka
Amazon S3
Amazon Kinesis
Amazon SQS
Azure Event Hubs
... more

Leader Node

Configuration Management & Monitoring

4 4 A

Distributed deployment architecture

What's Next

¥ Getting Started Guide
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DESTINATIONS

Splunk
Syslog
Elastic
Kafka/Confluent
Azure, Blob, Monitor, Hub
AWS S3, Kinesis, SQS, CWL
Databricks
Snowflake
SNMP Traps
NFS/Filesystem
Statsd/Graphite
InfluxDB
MinlO
Honeycomb
... more




> Deployment Types
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Getting Started Guide

This guide walks you through planning, installing, and configuring a single-
instance deployment of Cribl LogStream. You'll capture some realistic sample
log data, and then use LogStream's built-in Functions to redact, parse, refine,
and shrink the data.

By the end of this guide, you'll have assembled all of LogStream's basic
building blocks: a Source, Route, Pipeline, several Functions, and a
Destination. You can complete this tutorial using LogStream's included sample
data, without connections to - or licenses on - any inbound or outbound
services.

Assuming a cold start (from initial LogStream download and installation), this
guide might take about an hour. But you can work through itin chunks, and
LogStream will persist your work between sessions.

[] Ifyou'vealready downloaded, installed, and launched LogStream,
skip ahead to Add a Source.

Requirements for this Tutorial

The minimum requirements for running this tutorial are the same as for a
LogStream production single-instance deployment.

OS (Intel Processors)

e Linux64-bitkernel>=3.10 and glibc>=2.17

e Examples: Ubuntu 16.04, Debian 9, RHEL 7, CentOS 7, SUSE Linux
Enterprise Server 12+, Amazon Linux 2014.03+

OS (ARM64 Processors)
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e Linux64-bit

e Tested so far on Ubuntu (14.04, 16.04, 18.04, and 20.04) and Amazon Linux
2

System

e +4physical cores =+8 vCPUs; +8GB RAM - all beyond your basic 0S/VM
requirements

e 5GBfree disk space (more if persistent queuing is enabled)

I Weassumethat1 physical core is equivalent to 2
virtual/hyperthreaded CPUs (VCPUs). For details, see
Recommended AWS, Azure, and GCP Instance Types.

Browser Support

e Firefox 65+, Chrome 70+, Safari 12+, Microsoft Edge

Network Ports

By default, LogStream listens on the following ports:

Component Default Port

Ul default 9000

HTTP Inbound, default 10080

User options + Other data ports as required.

You can override these defaults as needed.

Plan for Production

For higher processing volumes, users typically enable LogStream's
Distributed Deployment option. While beyond the scope of this tutorial, that
option has a few additional requirements, which we list here for planning
purposes:

e Port 4200 mustbe available on the Leader Node for Workers'
communications.
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e Git(1.8.3.1 or higher) must be installed on the Leader Node, to manage
configuration changes.

See Sizing and Scaling for further details about configuring LogStream to
handle large data streams.

Download and Install LogStream
Download the latest version of LogStream at https://cribl.io/download/.

Un-tar the resulting .tgz filein a directory of your choice (e.g., /opt/ ).
Here's general syntax, then a specific example:

tar xvzf cribl-<version>-<build>-<arch>.tgz
tar xvzf cribl-2.3.1-1d4e@5c5-1inux-x64.tgz

You'llnow have LogStream installed ina cribl subdirectory, by default:
/opt/cribl/ . We'll refer to this cribl subdirectorythroughout this
documentation as $CRIBL_HOME .

Run LogStream

In your terminal, switch to the $CRIBL_HOME/bin directory (e.g,:
/opt/cribl/bin ). Here, you can start, top, and verify the LogStream server
using these basic ./cribl CLIcommands:

e Start: ./cribl start
e Stop: ./cribl stop

e Getstatus: ./cribl status
[] Forother available commands, see CLI Reference.

Next, in your browser, open http://<hostname>:9000 (e.g.,
http://localhost:9000 ) and login with default credentials ( admin ,

admin ).
Register your copy of LogStream if desired.
After registering, you'll be prompted to change the default password.

You are now ready to configure a working LogStream installation - with a
Source, Destination, Pipeline, and Route - and to assemble several built-in
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Functions to refine sample log data.

Get Data Flowing

Add a Source

Each LogStream Source represents a data input. Options include Splunk,
Elastic Beats, Kinesis, Kafka, syslog, HTTP, TCP JSON, and others.

For this tutorial, we'll enable a LogStream built-in datagen (i.e., data generator)
that generates a stream of realistic sample log data.

Group  dcl-metrics v Sources Collectors Destinations Routes Pipelines Packs Knowledge Settings 10fd71c

Manage Sources Configured Only Q
- \|

— \ ~
o > > == S
Syslog 7 /K__

Splunk Splunk Amazon Amazon
Syslog Splunk TCP HEC Firehose Kinesis

[ 1]

D "V‘ |
~_d

v (X =

TCP Prometheus Datagen AppScope Cribl Internal

[ 1] [ 2 ]

Adding a datagen Source

1. From LogStream's top menu, select Data Sources.

2. From the Data Sources page's tiles or left menu, select Datagens.

(You can use the search box to jump to the Datagens tile.)
3. Click + Add New to open the New Datagen source pane.
4. In the Input ID field, name this Source businessevent .

5. In the Data Generator File drop-down, select businessevent.log .

This generates...log events for a business scenario. We'll look at their
structure shortly, in Capture and Filter Sample Data.

6. Click Save.

The Onslider in the Enabled column indicates that your datagen Source has
started generating sample data.
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V' businessevent (on @)

General Settings Input ID* @

businessevent

Processing Settings - .
__inputId=="'datagen:businessevent' (Jl

Fields (metadata) Datagens ®

Data Generator File ® Events Per Second Per Worker Node ®

Pre-processing ‘ 10 X

+ apache_error.log

big_json.log
Next Cancel

businessevent.log

Configuring a datagen Source

Add a Destination

Each LogStream Destination represents a data output. Options include Splunk,
Kafka, Kinesis, InfluxDB, Snowflake, Databricks, TCP JSON, and others.

For this tutorial, we'll use LogStream's built-in DevNull Destination. This
simply discards events - not very exciting! But it simulates a real output, so it
provides a configuration-free quick start for testing LogStream setups. It's
ideal for our purposes.

To verify that DevNullis enabled, let's walk through setting up a Destination,
then setting itup as LogStream's default output:

1. From LogStream's top menu, select Destinations.

2. Select DevNull from the Data Destinations page's tiles or left menu.

(You can use the search box to jump to the DevNull tile.)

3. On theresulting devnull row, look for the Live indicator under Enabled.
This confirms that the DevNull Destination is ready to accept events.

4. From the Data Destinations page's left nav, select the Default Destination
atthe top.

5. On the resulting Manage Default Destination page, verify that the
Default Output ID drop-down points to the devnull Destination we just
examined.

We've now set up data flow on both sides. Is data flowing? Let's check.

Monitor Data Throughput
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From the top menu, select Monitoring. (On very narrow displays, you might
need to selectit from the s« overflow menu.) This opens a summary
dashboard, where you should see a steady flow of data in and out of
LogStream. The left graph shows events in/out. The right graph shows bytes
in/out.

Stats Sources Routes Pipelines Destinations Queues Jobs Data Licensing Logs () Uve() 15min
4 6 1.94GB 52GB /58GB
Events In and Out s Bytes In and Out
TOTALI THRUPUT IN (EPS) T out THRUPUT OUT (EPS TOTAL THRUPUT IN (BPS TOTAL OUT THRUPUT OUT (BPS)

TOZK 1017 10.62 Vo 9.02k  «10.17110.02 0 9.18M e 1060k 1044k = 9.18M e 10.60k | 10.44K

o MWH HMW o AN\ A=A

Monitoring dashboard

Monitoring displays data from the preceding 24 hours. You can use the
Monitoring submenu to open detailed displays of LogStream components,
collection jobs and tasks, and LogStream's own internallogs. Click Sources on
the lower submenu to switch to this view:

Stats Sources Routes Pipelines Destinations Queues Jobs Data Licensing Logs o tve @D | 15min

> 8 cibl@) CriblLogs 0.00eps 0.00 0.00Bps 0.00B Live

» [ datagen (4) ) )

» @ hitp (1) CriblMetrics ) 0.00eps 0.0 ) 0.00Bps  0.008 Live
apache_common 0.00eps 0.0 0.00Bps  0.008 Live
businessevent ' \ 10.50eps  9.06k a ' 1094KBps  9.22MB Live

This is acompact display of each Source's inbound events and bytes as a
sparkline. You can click each Source's Expand button (highlighted at right) to
zoom up detailed graphs.

Click Destinations on the lower submenu. This displays a similar sparklines
view, where you can confirm data flow out to the devnull Destination:
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Stats Sources Routes Pipelines Destinations Queues Jobs Data Licensing Logs o @ 15min

Q Name Events Thruput Total Bytes Thruput Total Status

> B devnuil (1) devnull Ty 1038eps 9.05k T\ 1082kBps  9.21MB Live | 3¢

Monitoring Destinations

With confidence that we've got data flowing, let's send it through a LogStream
Pipeline, where we can add Functions to refine the raw data.

Create a Pipeline

A Pipeline is a stack of LogStream Functions that process data. Pipelines are
central to refining your data, and also provide a central LogStream workspace
- so let's getone going.

1. From the top menu, select Pipelines.

You now have a two-pane view, with business-en-theleftandpartyen-the
right a Pipelines list on the left and Sample Data controls on the right.

(We'll capture some sample data momentarily.)

2. Atthe Pipelines pane's upper right, click + Pipeline, then select
Create Pipeline.

3. In the new Pipeline's ID field, enter a unique identifier. (For this tutorial,
you mightuse slicendice .)

4. Optionally, enter a Description of this Pipeline's purpose.
5. Click Save.

Your empty Pipeline now prompts you to preview data, add Functions, and
attach a Route. So let's capture some data to preview.

Pipelines » slicendice + Add Function = 3

Attach Pipeline to Route

S

ot # Function Filter v Show All »

Build out your pipeline. Use Preview to help shape your data.

Add Function(s) and Preview

Click on Add Function on top right. Use Preview to ensure events are processed correctly.

a Attach to a Route

Associate this pipeline with a route (top left).

Pipeline prompt to add Functions
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Capture and Filter Sample Data

The right Sample Data pane provides multiple tools for grabbing data from
multiple places (inbound streams, copy/paste, and uploaded files); for
previewing and testing data transformations as you build them; and for saving
and reloading sample files.

Since we've already got live (simulated) data flowing in from the datagen
Source we built, let's grab some of that data.

Capture New Data
1. In theright pane, click Capture New.
2. Click Capture, then accept the drop-down's defaults - click Start.
3. When the modal finishes populating with events, click Save as Sample File.

4. In the SAMPLE FILE SETTINGS pop-up, change the generated File Name to
anameyou'llrecognize, like be_raw.log .

5. Click Save. This saves to the File Name you entered above, and closes the
modal. You're now previewing the captured events in the right pane. (Note
that this pane's Preview Simple tab now has focus.)

6. Click Show more to expand one or more events.

By skimming the key-value pairs within the data's _raw fields, you'll notice the
scenario underlying this preview data (provided by the businessevents.log
datagen): these are business logs from a mobile-phone provider.

To setup our nextstep, find atleastone marketState K=V pair. Having
captured and examined this raw data, let's use this K=V pair to crack open
LogStream's most basic data-transformation tool, Filtering.

Filter Data and Manage Sample Files
1. Click the right pane's Sample Data tab.
2. Again click Capture New.

3. In the Capture Sample Data modal, replace the Filter Expression field's
default true value with this simple regex:
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_raw.match(/marketState=TX/)

We're going to Texas! If you type this in, rather than pasting it, notice how
LogStream provides typeahead assist to complete a well-formed
JavaScript expression.

You can also click the Expand button at the Filter Expression field's right
edge to open a modal to validate your expression. The adjacent drop-
down enables you to restore previously used expressions

L] Vv

. Click Capture, then Start.

Using the Capture drop-down's default limits of 10 seconds and 10 events,
you'll notice that with this filter applied, it takes much longer for
LogStream to capture 10 matching events.

. Click Cancel (and confirm your selection) to discard this filtered data and

close the modal.

6. On theright pane's Sample Data tab, click Simple beside be_raw.log .

This restores our preview of our original, unfiltered capture. We're ready to

transform this sample data in more interesting ways, by building out our

Pipeline's Functions.

Refine Data with Functions

Functions are pieces of JavaScript code that LogStream invokes on each event

that passes through them. By default, this means all events - each Function has

a Filter field whose value defaults to true . As we just saw with data capture,

you can replace this value with an expression that scopes the Function down to

particular matching events.

In this Pipeline, we'll use some of LogStream's core Functions to:

Redact (mask) sensitive data
Extract (parse) the _raw field's key-value pairs as separate fields.
Add a new field.

Delete the original _raw field, now that we've extracted its contents.
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e Rename afield for better legibility..

Mask: Redact Sensitive Data

In the right Preview pane, notice each that eventincludes a social key, whose

valueis a (fictitious) raw Social Security number. Before this data goes any

further through our Pipeline, let's use LogStream's Mask Function to swap in
an md5 hash of each SSN.

1. In the left Pipelines pane, click + + Function .

2. Search for Mask ,then clickit.

3. In the new Function's Masking Rules, click the into Match Regex field.

4. Enter or paste this regex, which simply looks for digits following social=:
(social=)(\d+)

5. In Replace Expression, paste the following hash function. The backticks
are literal: ~${g1}${C.Mask.md5(g2)}"

6. Note that Apply to Fields defaults to _raw . Thisis what we want to target,

so we'll accept this default.

7. Click Save.

You'llimmediately notice some obvious changes:

e The Preview pane has switched from its IN to its OUT tab, to show you the

outbound effect of the Pipeline you just saved.

e Eachevent's _raw field has changed color, to indicate thatit's undergone

some redactions.

Now locate at least one event's Show more link, and click to expand it. You can

verify thatthe social values have now been hashed.

Masking Rules*
Match Regex @

i/ (social=) (\d#)
+ Add Rule

Apply to Fields @
_raw x
2

Filter @

true

4 G _raw: 2020-10-09 02:34:17,154,Event [| illing

Replace Expression @ 2020-10-08
19:34:17.154

/F ${g1}${C.Mask.md5(g2)}" 2 X

-07:00

Help DR

8, properties={IMSCorrelationID=NA, JMSHessageID=ID:ESP-PD. E73FF69024106:05BE0AC
£ i 0s, i i
COEE:7AC13306:54CT1A690BC!

Lesb. .res
, esn=E2331E893193E8,

P

UpdateBillingProvisi

nalEvent, Adap
22, quoteNumber=79883946, ReplyTo=NA, userName=CherSwa

ndn=8807877259, accountType=PostPaid, marke

etZip=43223, billingCycle=3, autoBillPayment=T, phoneCode=SGNOTE, phoneType=Andr
4d, phoneName="Samsung GALAXY , plar
rice=59.99, pl: ="900 Minute", planDescription=! ide 900 Minutes, Unli
ited Mobile to Mobile, Unlimited Night & Weekend, Unlimited Text", cardNumber=44
52 i }] Show less

planCode=900POSTE0, planType=Post!

Al # _time: 1602210857.154

Mask Function and hashed result
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Parser: Extract Events

Having redacted sensitive data, we'll next use a Parser function to lift up all the
_raw field's key-value pairs as fields:

1. In the left Pipelines pane, click + Function .

2. Search for Parser ,then clickit.

3. Leave the Operation Mode set to its Extract default.
4, Setthe Typeto Key=Value Pairs.

5. Leave the Source Field setto its _raw default.

6. Click Save.
C\I/D 2 Parser true
Filter ® Help B
true E

Description ®

Final @ (_
Operation Mode* ® Type* @ Library ®
Extract Key=Value Pairs
Source Field ® Destination Field ® Clean Fields ?®

_raw (U

Parser configured to extract K=V pairs from _raw

You should see the Preview pane instantly light up with a lot more fields,
parsed from _raw .You now have rich structured data, but not all of this data
is particularly interesting: Note how many fields have NA ("NotApplicable")
values. We can enhance the Parser Function to ignore fields with NA values.

1. In the Function's Fields Filter Expression field (near the bottom), enter this
negation expression: value!='NA"

Note the single-quoted value. If you type (rather than paste) this
expression, watch how typeahead matches the first quote you type.

2. Click Save, and watch the Preview pane.
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Fields Filter Expression ®

value!="NA" G

Filtering the Parser Function to ignore fields with 'NA' values

Several fields should disappear - such as credits , EventConversationID,
and ReplyTo . Theremaining fields should display meaningful values.
Congratulations! Your log data is already starting to look better-organized and

less bloated.

[] Missed It?

If you didn't see the fields change, slide the Parser Function Off, click
Save below, and watch the Preview pane change. Using these
toggles, you can preserve structure as you test and troubleshoot
each Function's effect.

Note that each Function also has a Final toggle, defaulting to Off.
Enabling Final anywhere in the Functions stack will prevent data
from flowing to any Functions lower in the UL.

Be sure to toggle the Function back On, and click Save again, before

you proceed!

2 true

2 Parser true m
/
‘_
A

Toggling a Function offand on

Next, let's add an extra field, and conditionally infer its value from existing
values. We'll also remove the _raw field, now thatit's redundant. To add and
remove fields, the Eval Function is our pal.

Eval: Add and Remove Fields

Let's assume we want to enrich our data by identifying the manufacturer of a
certain popular phone handset. We can infer this from the existing phoneType
field that we've lifted up for each event.
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Add Field (Enrich)

1.

In the left Pipelines pane, click + Function .

.Search for Eval ,thenclickit.

. Click into the new Function's Evaluate Fields table.

Here you add new fields to events, defining each field as a key-value pair. If
we needed more key-value pairs, we could click + Add Field for more

rows.

.In Name, enter: phoneCompany .

. In Value Expression, enter this JS ternary expression that tests

phoneType 's value:
phoneType.startsWith('iPhone') ? 'Apple' : 'Other' (Notethe ?
and : operators, and the single-quoted values.)

. Click Save. Examine some events in the Preview pane, and each should

now contain a phoneCompany field that matchesits phoneType .

Eval true ao -

Filter ® Help B

true L]

Description @

Add phone co., conditionally based on phone type

Final @ (_

Evaluate Fields ®

Name (® Value Expression 3
phoneCompany phoneType.startsWith('iPhone') ? 'Apple' : 'Other' ]| X
+ Add Field

Adding a field to enrich data

Remove Field (Shrink Data)

Now that we've parsed outall of the _raw field's data - itcan go. Deleting a

(large) redundant field will give us cleaner events, and reduced load on

downstream resources.

1. Stillin the Eval Function, click into Remove Fields
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2. Type: _raw and press Tab or Enter.
3. Click Save.

The Preview pane's diff view should now show each event's _raw field
stripped out.

Remove Fields & 2 o £ g et wig
_raw x ‘ 2020-10-08 3 + +
1934:13.159

-07:00

# _time: 1602210853.159

Removing a field to streamline data

Our log data has now been cleansed, structured, enriched, and slimmed-down.
Let's next look at how to make it more legible, by giving fields simpler names.

Rename:; Refine Field Names

1. In the left Pipelines pane, click + Function .

This rhythm should now be familiar to you.
2. Search for Rename , then click it.

3. Click into the new Function's Rename Fields table.

This has the same structure you saw above in Eval: Each row defines a key-
value pair.

4. In Current Name, enter the longhaired existing field name:

conversationld.
5.In New Name, enter the simplified field name: 1D .

6. Watch any event's conversationId field in the Preview pane as you click
Save at left. This field should change to ID in all events.
Drop: Remove Unneeded Events

We've already refined our data substantially. To further slim it down, a Pipeline
can entirely remove events that aren't of interest for a particular downstream
service.

[] Asthe"Pipeline" nameimplies, your LogStream installation can
have multiple Pipelines, each configured to send out a data stream
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tailored to a particular Destination. This helps you get the right data
in the right places most efficiently.

Here, let's drop all events for customers who use prepaid monthly phone
service (i.e., not postpaid):

1. In the left Pipelines pane, click + Function .
2. Search for Drop , then clickit.
3. Click into the new Function's Filter field.

4. Replace the default true value with this JS negation expression:

accountType!="PostPaid’
5. Click Save.

Now scroll through the right Preview pane. Depending on your data sample,
you should now see multiple events struck out and faded - indicating that
LogStream will drop them before forwarding the data.

A Second Look at Our Data

Torture the data enough, and it will confess. By what factor have our
transformations refined our data's volume? Let's check.

In the right Preview pane, click the Basic Statistics button:

Sample Data Preview Simple ® Preview Full ® Quick Stats
Sample data file Pipeline
be_raw.log > slice -
IN B |ul  Select Fields (39 of 39) o

Displaying Basic Statistics

Even without the removal of the _raw field (backin Eval) and the dropped
events, you should see a substantial % reduction in the Full Event Length.
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+ Add Function = Sample Data Preview Simple ® Preview Full ® Quick Stats

_raw Length @ | Full Event Length @ | Number of Fields @ Number of Events
Basic Statistics -
IN 10.46KB 10.77KB 2 10
lul  Select Fields (39 of 39) b
out 12.00B 6.71KB 38 6
DIFF \ -99.89% v -37.72% N 1800.00% \ -40.00%

Data reduction quantified

Woo hoo! Before we wrap up our configuration: If you're curious about
individual Functions' independent contribution to the data reduction shown
here, you can testit now. Use the toggle Off > Save > Basic Statistics sequence
to check various changes.

Add and Attach a Route

We've now built a complete, functional Pipeline. But so far, we've tested its
effects only on the static data sample we captured earlier. To get dynamic data
flowing through a Pipeline, we need to filter that data in, by defining a
LogStream Route.

1. At the Pipelines page's top left, click Attach Pipeline to Route.

This displays the Routes page. It's structured very similarly to the Pipelines
page, so the rhythm here should feel familiar.

2. Click + Route .
3. Enter aunique, meaningful Route Name, like demo .

4. Leave the Filter field setto its true default, allowingitto deliver all
events.

Because a Route delivers events to a Pipeline, it offers a first stage of
filtering. In production, you'd typically configure each Route to filter events
by appropriate source, sourcetype, index, host, _time ,orother
characteristics. The Filter field accepts JavaScript expressions, including
AND ( &5 )and OR( | | ) operators.

5. Set the Pipeline drop-down to our configured slicendice Pipeline.

6. Set the Output drop-down to either devnull or default.
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This doesn't matter, because we've set default asapointerto devnull.
In production, you'd set this carefully.

7. You can leave the Description empty, and leave Final set to Yes.

8. Grab the new Route by its left handle, and drag it above the default
Route, so that our new Route will process events first. You should see
something like the screenshot below.

9. Click Save to save the new Route to the Routing table.

i slicendice
@ i1 demo true devnull:devnull 0.000% @
A
Route Name* = demo
Filter ®  true ol
Pipeline* @ | slicendice @
Output @ | devnull:devnull
Description @ | Enter a description

Final ®

@ o2 default true main 100.000% | ap -

Configuring and adding a Route

The sparklines should immediately confirm that data is flowing through your

new Route:
BN ¥ | search routes + Add Route = 3
s # Route Filter Pipeline/Output Events~ [ ot showAIll~
i slicendice
g demo true devnull:devnull 6821% __|, ao -
io2 default true main 93.179% ao -

Live Routes

To confirm data flow through the whole system we've built, select Monitoring >
Routes from LogStream's top menu and examine demo .
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Stats Sources Routes Pipelines Destinations Queues Jobs Data Licensing Logs @ tve @D | 15min

e —_—
default ¥ 8.00eps 821k U \‘ 8.00eps 821k
demo default - - . N
[ \ 8.34KBps 8.36MB \ [ \ 8.34KBps 8.36MB
\ | 2.78eps 95200 [\ \ 204eps  693.00
demo :

2.90KBps  992.31KB 0.00Bps 0.008

Monitoring data flow through Routes

Also select Monitoring > Pipelines and examine slicendice.

Stats Sources Routes Pipelines Destinations Queues Jobs Data Licensing Logs o tve @ | 15min
[: Name Events In Thruput  Total Events Out Thruput Total
ma main YR 8.08eps  8.24k Y 8.08eps  8.24k
slicendice ~ ~ j

licend N 407eps 112k [\ 298eps  812.00
[ R S— R S S—

Monitoring data flow through Pipelines

What Have We Done?

Look at you! Give yourself a pat on the back! In this short, scenic tour - with no
hit to your cloud-services charges - you've build a simple but complete
LogStream system, exercising all of its basic components:

e Downloaded, installed, and run LogStream.

e Configured a Source to hook up an input.

e Configured a Destination to feed an output.

e Monitored data throughput, and checked it twice.
e BuiltaPipeline.

e Configured LogStream Functions to redact, parse, enrich, trim, rename,
and drop event data.

e Added and attached a Route to get data flowing through our Pipeline.

Next Steps

Interested in guided walk-throughs of more-advanced LogStream features? We
suggest that next, you check out:

e LogStream Sandboxes: Work through general and specific scenarios in
containers. with terminal access and free, hosted data inputs and outputs.
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e Use Cases documentation: Bring your own services to build solutions to
specific challenges.

e Cribl Concept: Pipelines - Video showing how to build and use Pipelines at
multiple LogStream stages.

e Cribl Concept: Routing - Video about using Routes to send different data
through different paths.

Cleaning Up

Oh yeah, you've still got the LogStream server running, with its
businessevent.log datagen wtill firing events. If you'd like to shut these
down for now, in reverse order:

1. Go to Data > Sources > Datagens.

2.Slide businessevent to Off,and click Save. (Refer back to the screenshot

above.)

3. Inyour terminal's $CRIBL_HOME/bin directory, shutdown the server with:
./cribl stop

That's it! Enjoy using LogStream.

What's Next

> Deployment Types
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DEPLOYMENT

Deployment Types

Deployment guide to get you started with Cribl

There are at least two key factors that will determine the type of Cribl
LogStream deploymentin your environment:

e Amountof Incoming Data: This is defined as the amount of data planned to
be ingested per unit of time. E.g. How many MB/s or GB/day?

e Amountof Data Processing: This is defined as the amount of processing
that will happen on incoming data. E.g., is most data passing through and
justbeing routed? Or are there a lot of transformations, regex extractions,
field encryptions? Is there a need for heavy re-serialization?

Single-Instance Deployment

When volume is low and/or amount of processing is light, you can get started

with a single instance deployment.

Distributed Deployment

To accommodate increased load, we recommend scaling up and perhaps out

with multiple instances.

Splunk App Deployment
If you have an existing Splunk Heavy Forwarder infrastructure that you want to

use, you can deploy Cribl App for Splunk. See the note below before you plan.

A Cribl App for Splunk Deprecation Notice
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Click here.

Kubernetes/Helm Deployment

You can deploy LogStream Leader Nodes (or single instances) and Worker
Nodes via Cribl's Helm charts.

Docker Deployment

You can deploy LogStream instances using images from Cribl's public Docker
Hub.

What's Next

> Single-Instance Deployment

> Distributed Deployment

> Splunk App Deployment *

¥ Bootstrap Workers from Leader
¥ Kubernetes/Helm Deployment

> Docker Deployment
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Single-Instance Deployment

Getting started with Cribl LogStream on a single instance

For small-volume or light processing environments - or for test or evaluation
use cases - a single instance of Cribl LogStream might be sufficient to serve all
inputs, event processing, and outputs. This page outlines how to implement a
single-instance deployment.

Architecture
SOURCES DESTINATIONS
Splunk UF/HF Splunk
Syslog Syslog
Elastic Beats Elastic
Fluentd ‘ Cribl Kafka/Confluent
HTTP/S % LogStrea m” Azure, Blob, Monitor, Hub
TCP AWS 83, Kinesis, SQS, CWL
TCPJSON Databricks
Kafka Transform, secure, add context to, Snowflake
Amazon S3 filter, route, and control your SNMP Traps
Amazon Kinesis observability data in real time NFS/Filesystem
Amazon SQS Statsd/Graphite
Azure Event Hubs InfluxDB
Metrics MinlO
SNMP Traps Honeycomb
... more ... more
.
Requirements

e OS (Intel Processors):

e Linux64-bitkernel>=3.10 and glibc>=2.17

e Examples: Ubuntu 16.04, Debian 9, RHEL 7, CentOS 7, SUSE Linux
Enterprise Server 12+, Amazon Linux 2014.03+

e OS (ARM64 Processors):

e Linux64-bit
e Tested so far on Ubuntu (14.04, 16.04, 18.04, and 20.04), Cent0S 7.9,
and Amazon Linux 2
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e System:
e +4 physical cores, +8GB RAM

e 5GBfree disk space (more if persistent queuing is enabled)

We assume that 1 physical core is equivalent to 2
virtual/hyperthreaded CPUs (vCPUs). All quantities listed
above are minimum requirements. To fulfill the above

L]

requirements using cloud-based virtual machines, see
Recommended AWS, Azure, and GCP Instance Types.

e Browser Support: Firefox 65+, Chrome 70+, Safari 12+, Microsoft Edge

Network Ports

By default, LogStream listens on the following ports:

Component Default Port
Ul 9000
HTTP In 10080

1 lhost:10000 (Cribl A
Splunk to Cribl LogStream data port ocarnos (Cribt App

for Splunk)
| criblstream Splunk search command to localhost:10420 (Cribl App
Cribl LogStream for Splunk)
User options + Other data ports as required.

Overriding Default Ports
The above ports can be overridden in the following configuration files:

e CriblUlport( 9000 ): Default definitions for host , port ,and other
settings are setin $CRIBL_HOME/default/cribl/cribl.yml ,and can be
overridden by defining alternatives in

$CRIBL_HOME/local/cribl/cribl.yml .

e DataPorts: HTTPIn ( 10080 ), TCPJSONin ( 10420 ) Splunk to Cribl
( 10000 ) : Default definitions for host , port and other settings are set
in $CRIBL_HOME/default/cribl/inputs.yml ,and can be overridden by
defining alternatives in $CRIBL_HOME/local/cribl/inputs.yml .
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Installing on Linux

e Install the package on your instance of choice. Download it here.
e Ensurethatrequired ports are available (see Network Ports).

e Un-tarin adirectory of choice, e.g., /opt/ :

e tar xvzf cribl-<version>-<build>-<arch>.tgz

Running

Go to the $CRIBL_HOME/bin directory, where the package was extracted
(e.g.: /opt/cribl/bin ).Here,you canuse ./cribl to:

e Start: ./cribl start

e Stop: ./cribl stop

e Reload: ./cribl reload

e Restart: ./cribl restart
e Getstatus: ./cribl status

e Switch a distributed deployment to single-instance mode:
./cribl mode-single (usesthe defaultaddress:port 0.0.0.0:9000 )

I Executingthe restart or stop command cancels any currently
running collection jobs. For other available commands, see
CLI Reference.

Next,goto http://<hostname>:9000 and login with default credentials
(admin:admin ). You can now start configuring Cribl LogStream with Sources
and Destinations, or start creating Routes and Pipelines.

i Inthecaseof an API port conflict, the process will retry binding for 10
minutes before exiting.

Enabling Start on Boot

Cribl LogStream ships with a CLI utility that can update your system's
configuration to start LogStream at system boot time. The basic format to
invoke this utility is:

[sudo] $CRIBL_HOME/bin/cribl boot-start [enablel|disable] [options] [args]
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i Youwill need to run this command as root, or with sudo . For
options and arguments, see the CLI Reference.

Most, if not all, popular Linux distributions use systemd now to start
processes at boot, while older or more obscure distributions may still use

initd . Verify with your Linux distribution vendor if you aren't sure which
method your systems use in order to know which procedure listed below to
follow.

Using systemd

To enable Cribl LogStream to start at boot time with systemd, you need to run

the boot-start command. Make sure you first create any user you want to

specify to run LogStream. E.g., to run LogStream on boot as existing user
cribl ,you'd use:

sudo $CRIBL_HOME/bin/cribl boot-start enable -m systemd -u cribl

This willinstall a unit file (as below) and start Cribl LogStream at boot time as
user cribl .A -configDir option can be used to specify where to install the
unitfile. If not specified, this location defaultsto /etc/systemd/system .

If necessary, change ownership for the Cribl LogStream installation:
[sudo] chown -R cribl $CRIBL_HOME

Next, use the enable command to ensure thatthe service starts on system
boot:

[sudo] systemctl enable cribl
To disable starting at boot time, run the following command:
sudo $CRIBL_HOME/bin/cribl boot-start disable

Note the file's default 65536 hard limit on maximum open file descriptors
(known as a ulimit). The minimum recommended is 65536. Linux tracks this per
user account. You can view the current soft ulimit for max open file descriptors
with $ ulimit -n while logged in as the same user runningthe cribl
binary.

Installed systemd File
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[Unit]
Description=Systemd service file for Cribl LogStream.
After=network.target

[Service]

Type=forking

User=cribl

Restart=on-failure

RestartSec=5

LimitNOFILE=65536
PIDFile=/install/path/to/cribl/pid/cribl.pid
ExecStart=/install/path/to/cribl/bin/cribl start
ExecStop=/install/path/to/cribl/bin/cribl stop
ExecStopPost="'/bin/rm -f /install/path/to/cribl/pid/cribl.pid"’
ExecReload=/install/path/to/cribl/bin/cribl reload
TimeoutSec=60

[Install]
WantedBy=multi-user.target

A Do NOT Run LogStream as Root!

If LogStream is required to listen on ports 1-1024, it will need
privileged access. You can enable this on systemd by adding this
configuration key:

[Service]
AmbientCapabilities=CAP_NET_BIND_SERVICE

Using initd

To enable Cribl LogStream to start at boot time with initd, you need to run the

boot-start command. If the user that you wantto run LogStreams does not
exist, create it prior to executing. E.g., running LogStream as user cribl on
boot:

sudo $CRIBL_HOME/bin/cribl boot-start enable -m initd -u cribl

Thiswillinstallan init.d scriptin /etc/init.d/cribl.init.d ,and start
Cribl LogStream atboottime as user cribl .A -configDir option can be
used to specify where to install the script. If not specified, this location defaults
to /etc/init.d.

If necessary, change ownership for the Cribl LogStream installation:

[sudo] chown -R cribl $CRIBL_HOME
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To disable starting at boot time, run the following command:

sudo $CRIBL_HOME/bin/cribl boot-start disable

A Do NOT Run LogStream as Root!

If LogStream is required to listen on ports 1-1024, it will need
privileged access. On a Linux system with POSIX capabilities, you can
achieve this by addingthe CAP_NET_BIND_SERVICE capability.
Forexample: # setcap cap_net_bind_service=+ep
$CRIBL_HOME/bin/cribl

On some OS versions (such as CentOS), you mustadd an -i switch
tothe setcap command. For example: # setcap -i
cap_net_bind_service=+ep $CRIBL_HOME/bin/cribl

Upon starting the LogStream server,a bind EACCES 0.0.0.0:
<port> errorinthe APl/worker logs (depending on the service)
mightindicate that setcap did notsuccessfully execute.

System Proxy Configuration

For details on configuring LogStream to send and receive data through proxy
servers, see our System Proxy Configuration topic.

Scaling Up

A single-instance installation can be configured to scale up and utilize as many
resources on the host as required. See Sizing and Scaling for details.
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Distributed Deployment

Getting started with Cribl LogStream on a distributed deployment

Distributed Deployment

To sustain higher incoming data volumes, and/or increased processing, you
can scale from a single instance up to a multi-instance, distributed
deployment. Instances in the deploymentindependently serve all inputs,
process events, and send to outputs.

The instances are managed centrally by a single Leader Node, which is
responsible for keeping configurations in sync, and for tracking and
monitoring the instances' activity metrics.

[l Forsome use cases for distributed deployments, see Worker Groups
- WhatAre They and Why You Should Care.

As of version 3.0, LogStream's former "master" application
components are renamed "leader." While some legacy terminology
remains within CLI commands/options, configuration keys/values,
and environmentvariables, this document will reflect that.

Concepts

Single Instance - a single Cribl LogStream instance, running as a standalone
(notdistributed) installation on one server.

Leader Node - a LogStream instance runningin Leader mode, used to centrally
author configurations and monitor Worker Nodes in a distributed deployment.

Worker Node - a LogStream instance running as a managed Worker, whose
configuration is fully managed by a Leader Node. (By default, will poll the
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Leader for configuration changes every 10 seconds.)

Worker Group - a collection of Worker Nodes that share the same
configuration. You map Nodes to a Worker Group using a Mapping Ruleset.

Worker Process - a Linux process within a Single Instance, or within Worker
Nodes, that handles data inputs, processing, and output. The process countis
constrained by the number of physical or virtual CPUs available; for details, see
Sizing and Scaling.

Mapping Ruleset - an ordered list of filters, used to map Workers Nodes into
Worker Groups.

A Options and Constraints

A Worker Node's local running config can be manually
overridden/changed, but changes won't persist on the filesystem. To
permanently modify a Worker Node's config: Save, commit, and
deploy it from the Leader. See Deploying Configurations below.

With an Enterprise license, you can configure role-based access
control at the Worker Group level. Non-administrator users will then
be able to access Workers only within those Worker Groups on which
they're authorized.

Aggregating Workers

To clarify how the above concepts add up hierarchically, let's use a military
metaphor involving toy soldiers:

e Worker Process =soldier.
e Worker Node = multiple Worker Processes = squad.

e Worker Group = multiple Worker Nodes = platoon.

Multiple Worker Groups are very useful in making your configuration reflect
organizational or geographic constraints. E.g., you might have a U.S. Worker
Group with certain TLS certificates and output settings, versus an APAC Worker
Group and an EMEA Worker Group, each with their own distinct certs and
settings.

Architecture
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Thisis an overview of a distributed LogStream deployment's components.

SOURCES Leader Node DESTINATIONS

Configuration Management & Monitoring

Splunk UF/HF _%)

Splunk
Elastic Beats

H Syslog
with Own A A A Elastic
Syslog : Kafka/Confluent
Fluentd

Azure, Blob, Monitor, Hub
HTTP/S

v v
TcP RS AWS 3, Kinesis, SQS, CWL
TCPJSON e - o " " Databricks
LogStream’ LogStream’ LogStream’
PUSH Sources Metrics N @ B 2 @ & @ & S d Snowflake
SLPLETD IS \orker Node Worker Node Worker Node SNMP Traps

NFS/Filesystem
Statsd/Graphite

e iiey InfluxDB

Amazon S3 : )
Amazon Kinesis | MinlO
PULL Sources Amazon SQS Honeycomb
Azure Event Hubs

... more

... more

Distributed deployment architecture

Here is the division of labor among components of the Leader Node and
Worker Node.
Leader Node

e APIProcess - Handles all the APl interactions.

e NConfigHelpers - One process per Worker Group. Helps with maintaining
configs, previews, etc.

Worker Node

e APIProcess - Handles communication with the Leader Node (i.e., with its
API Process) and handles other APl requests.

e NWorker Processes - Handle all the data processing.

Single-Instance Architecture

For comparison, here's the simpler division of labor on a single-instance
deployment, where the separate Leader versus Worker Nodes are essentially
condensed into one stack:

e APIProcess - Handles all the APl interactions.
e NWorker Process - Handle all data processing,

e One of the Worker Processes is called the leader Worker Process. (Not to
be confused with the Leader Node.) This is responsible for writing configs
to disk, in addition to data processing.
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So here, the APl Process handles the same responsibilities as a Leader Node's
API Process, while the Worker Processes correspond to the Worker Nodes'
Worker Processes. The exception is that one Worker Process does double duty,
also filling in for one of the Leader Node's Config Helpers.

Leader Node Requirements
e OS:

e Linux: RedHat, CentOS, Ubuntu, AWS Linux (64bit)

System:

e +4 physical cores, +8GB RAM
e 5GBfreedisk space

Git: git mustbe available on the Leader Node. See details below.

Browser Support: Firefox 65+, Chrome 70+, Safari 12+, Microsoft Edge

i Weassumethatl physical coreis equivalentto 2
virtual/hyperthreaded CPUs (vCPUs). All quantities listed above are
minimum requirements.

/A MacOSisno longer supported as of v. 2.3, due to LogStream's
incorporation of Linux-native features.

Worker Node Requirements

See Single-Instance Deployment for requirements and Sizing and Scaling for
capacity planning details.

Network Ports - Leader Node

In a distributed deployment, Workers communicate with the Leader Node on
these ports. Ensure that the Leader is reachable on those ports from all
Workers.

Component Default Port
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Heartbeat 4200

Network Ports - Worker Nodes

By default, all LogStream Worker instances listen on the following ports:

Component Default Port
Ul 9000
User options + Other data ports as required.

Installing on Linux

See Single-Instance Deployment, as the installation procedures are identical.

Version Control with git

LogStream requires git (version 1.8.3.1 or higher) to be available locally on
the host where the Leader Node will run. Configuration changes must be
committed to git before they're deployed.

If youdon'thave git installed, check here for details on how to get started.
The Leader node uses git to:

e Manage configuration versions across Worker Groups.
e Provide users with an audit trail of all configuration changes.

e Allow users to display diffs between current and previous config versions.

Setting up Leader and Worker Nodes

1. Configuring a Leader Node

You can configure a Leader Node through the Ul, through the instance.yml
configfile, or through the command line.

Using the Ul

In global % Settings (lower left) > Distributed Settings >
Distributed Management > General Settings, select Mode: Leader.
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Next, on the Leader Settings left tab, confirm or enter the required Leader
settings (Address and Port). Customize the optional settings if desired. Then
click Save to restart.

Worker Ul Access

If you enable the nearby global & Settings > Distributed Settings >

Leader Settings > Worker Ul access option (which corresponds to the
enabledWorkerRemoteAccess key), you will be able to click through from the
Leader's Manage Worker Nodes screen to an authenticated view of each

Worker's Ul. An orange header labeled Viewing Worker: <host/GUID> will be

added, to confirm that you are remotely viewing a Worker's Ul.

© Worker cribl-w0-6f8ccaf64c-...xdb (679bef3b) v (3 Sources € Destinations & Routes @) Pipelines Packs ‘@' Knowledge {8 Settings

ALIVE swus | 16 cvs | 61.47GB #wv | 199,99GB os< GotoDetalls  Restart
Q Sse elines Show  All [ Processing | Prespost + Pipeline Sample Data Preview Simple @ Preview Full ®

Pipelin...  Route/ Input Functions Outp... Stats Actions

Sample Data
devnull None 1 None INO ouTto ERRO
Preview lets you shape and control your events so that they look correct

before they're delivered to their destination. Start by working with a

main Main Route 1 default IN89.14k  OUT89.14k  ERRO sample from the list below, pasting one in, attaching a data file or

Worker Ul access

Using YAML Config File

In $CRIBL_HOME/local/_system/instance.yml ,underthe distributed
section, set mode to master :

SCRIBL_HOME/local/_system/instance.yml

distributed:

mode: master

master:
host: <IP or 0.0.0.0>
port: 4200
tls:

disabled: true

ipWhitelistRegex: /.*/
authToken: <auth token>
enabledWorkerRemoteAccess: false
compression: none
connectionTimeout: 5000
writeTimeout: 10000

Using the Command Line
You can configure a Leader Node using a CLI command of this form:

./cribl mode-master [options] [args]
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For all options, see the CLI Reference.

2. Configuring a Worker Node

On each LogStream instance you designate as a Worker Node, you can
configure the Worker through the Ul, the instance.yml configfile,
environment variables, or the command line.

Using the Ul

In global % Settings (lower left) > Distributed Settings >
Distributed Management > General Settings, select Mode: Worker.

Next, confirm or enter the required Leader settings (Address and Port).
Customize the optional settings if desired. Then click Save to restart.

Using YAML Config File

In $CRIBL_HOME/local/_system/instance.yml ,underthe distributed

section, set mode to worker :

SCRIBL_HOME/local/_system/instance.yml

distributed:
mode: worker
envRegex: /“CRIBL_/
master:
host: <master address>
port: 4200
authToken: <token here>
compression: none
tls:
disabled: true
connectionTimeout: 5000
writeTimeout: 10000
tags:
- tagl
- tag2
- tag42
group: teamsters

Using Environment Variables
You can configure Worker Nodes via environment variables, as in this example:

CRIBL_DIST_MASTER_URL=tcp://criblmaster@masterHostname:4203
./cribl start
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See the Environment Variables section for more details.

Using the Command Line

You can configure a Worker Node using CLI commands of this form:

./cribl mode-worker -H <master-hostname-or-IP> -p <port> [options] [args]

The -H and -p parameters arerequired. For other options, see the CLI
Reference. Here is an example command:

./cribl mode-worker -H 192.0.2.1 -p 4200 -u myAuthToken

LogStream will need to restart after this command is issued.

Menu Changes in Distributed Mode

Compared to a single-instance deployment, deploying in distributed mode
changes LogStream's menu structure in a few ways. The left navadds

Leader Mode, Groups, and Workers tabs - all to manage Workers and their
assignments. Also, the global Monitoring link moves from the top to the left

nav.

e f;zstream" 5 v Sources Destinations Routes Pipelines Packs Knowledge c23a7a3
Show Al [ Processing | Prespost + Pipeline
Route / Input Function...  Output Stats Actions

None m None INO ouT o ERRO

10 None INO ouTo ERRO

8 None INO ouTo ERRO

@) Workers dc1-logs

dc1-metrics ics 5 None IN 993.31k OUT 106.23k ERRO

R Monitorin,
It g aws
3 None INO ouTo ERRO

(@ Notifications default
P erwecode 3 default INO ouTo ERR O

Distributed deployment: menu structure

To access the Group-specific top navshown above, click Groups, then click into
your desired Worker Group. This contextual top nav also adds a Settings tab,
through which you can manage configuration per Worker Group.

If you have a LogStream Free or LogStream One license and use distributed
mode, the left nav's Groups link instead reads Configure, because these license
types allow only one group. Therefore, throughout this documentation,
interpret any reference to the "Groups link" as "Configure link" in your
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installation. Here, the top nav's added Settings link opens configuration
specific to the same default group.

G Eghésneam- O Destinations & Routes () Pipelines Packs ‘@ Knowledge {3 Settings d3cbfc6 Deploy

Show  All B Processing | PresPost + Pipeline
Q_ Find
Name Description Route / Input Functions Output Stats Actions
L Leader Mode
None 0 None IN ouTo ERRO
None 1 None IN ouTo ERR O
&% Configure
default 1 default IN ouTo ERRO
@)) Workers
‘eamer None 3 None IN ouTO0 ERRO
IR Monitoring
rics_rollup CriblMetrics 5 None IN ouTo ERRO
| traffic Filter and Sample Palo...  None 8 None IN ouTo ERR O

Distributed deployment with LogStream Free/One license

For comparison, here is a single-instance deployment's consolidated top-
menu structure:

e ftcibéStream- O Destinations & Routes () Pipelines Packs ‘@ Knowledge  |® Monitoring (@ Notifications

Show  All B Processing | Prerpost + Pipeline
Name Description Route / Input Functions Output  Stats Actions
None 0 None IN ouTo ERRO
None 1 None IN ouT o ERRO
default 1 default IN ouTo ERR O
eamer None 3 None IN ouTo ERR O
rics_rollup CriblMetrics 5 None IN ouTo ERRO

Single-instance deployment: anchored top menu

Managing Worker Nodes

If you have an Enterprise or Standard license, clicking the left nav's Workers
tab opens a Manage Worker Nodes page with two upper tabs. The Workers tab
provides status information for each Worker Node in the selected

Worker Group. You can expand each Node's row to display additional details
and controls.
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Manage Worker Nodes 3 workers 3 3 awe | Q UNHEALTHY 2 SOFTWARE VERSIONS 2 CONFVERSIONS
Workers Mappings
C a
# GUID Host Status  Group  CPUs RAM Last Time StartTi.. ConfigVersion  Version Messages
> ¢5d35a50-740b-4cf9-aae« cribl-w0-758d8cd6bc-... alive dcl-logs 16 61.47GB 2021-08-...  2021-08-... dc15e8a 42.0-81eb27b9 jal
> 2 0c241493-af82-424d-a00l ~ cribl-w2-7¢894c4d7c-p... alive  aws 16 61.47GB  2021-08-.. 2021-08-.. ae81fba 42.0-81eb27b9 )
v 3 2f38b8d! 49dt 2 cribl-w1-79c! 9... alive  dci-m... 16 62.13GB 2021-08-...  2021-08-... ae81fbd 42.0-20f35f4d ja
Worker Info Worker Details
GUID:  2f38b8d6-a668-49d6-9a27-e1798dfc4ff6 firstMsgTime: 1628146586058
Host:  cribl-w1-79¢8f884df-t92vt group: del-metrics
id: 2f38b8d d6-9a27-e1798d fed ff
Status: alive Einfo: 12 items...
Group:  dcl-metrics lastMsgTine: 1626207575185

status: healthy

CPUs: 16 workerProcesses: 14

RAM:  62.13GB
Last Time:  2021-08-05 16:52:55
Start Time:  2021-08-04 23:56:24
Config Version: ae81fb4.
Version: 42.0-20f35f4d
Messages: ()

Restart

Workers > Worker Nodes status/controls

Click the Mappings tab to display status and controls for the active Mapping

Ruleset:

e Manage Worker Nodes Q workers | (Q croues |  Auwe | Q unHeaHy | () soFTwareversions | Q)

Workers ~ Mappings

Q ‘ - Add New

ID Rules Actions

default 4 Configure || Clone | Delete

Workers > Mappings status/controls

Click into a Ruleset to manage and preview its contained Rules:

‘ Managing Ruleset: default

BRIl Editing Active Ruleset + Rule @& » Preview Mappings

# Rule Name Filter Group @All~ Worker Group Worker Info

1 On Prem LogWorkl...  cribl.tags.incl..  dcl-logs ao - dcl-logs conn_ip: 10.7.47.6
cpus: 16

cribl: 8 items...

> 2 On Prem MetricsW...  cribl.tags.incl..  dcl-metrics s 128 dteme. ..

freeDiskSpace: 165455745024
> 3 AWS Workloads cribl.tags.incl..  aws ao - groupId: dcl-logs

hostname: cribl-w@-758d8cdébc-4vgtl
va Default Mappings true default localTine: 1626207616

node: v14.15.1
platform: Linux
RuleName @  Default Mappings release: 4.14.209-160.339.anzn2.x86_64
totalDiskSpace: 214735761408
totalmen: 66008072192

Filter @ I true 1
aws conn_ip: 10.7.89.103

6

ribl: 8 items...

[Eenv: 127 items. ..

freeDiskSpace: 166814851072

groupId: aws
Cancel hostname: cribl-u2-7c894c4d7c-p26cl

TlocalTime: 1628207624
node: v14.15.1

platform: Linux

release: 4.14.209-160.339.amzn2.x86_64
totalDiskspace: 214735761408

totalmem: 66008072192

Group* | default

Managing Ruleset page
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A Distributed mode's repositioning of navigation/menu links also
applies to several instructions and screenshots that you'll see
throughout this documentation.

Where procedures are written around a single-instance scenario,
justclick into your appropriate Group to access the corresponding

navigation links.

How Do Workers and Leader Work Together

The Leader Node has two primaryroles:

1. Serves as a central location for Workers' operational metrics. The Leader
ships with a monitoring console that has a number of dashboards,
covering almost every operational aspect of the deployment.

2. Serves as a central location for authoring, validating, deploying, and
synchronizing configurations across Worker Groups.

Q API/UI: 9000

Leader Node

Configuration Management & Monitoring

Leader/Worker: 4200

Worker Group A Worker Group B Worker Group NN

Cribl Cribl Cribl
LogStream™ & LogStream™ LogStream™

Worker Node Worker Node Worker Node

Leader Node/Worker Nodes relationship
Network Port Requirements (Defaults)

e Ul access to Leader Node: TCP 9000.
e Worker Node to Leader Node: TCP 4200 (Heartbeat/Metrics/other).
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Leader/Worker Node Communication

Workers will periodically (every 10 seconds) send a heartbeat to the Leader.
This heartbeatincludes information about themselves, and a set of current
system metrics. The heartbeat payload includes facts - such as hostname, IP
address, GUID, tags, environment variables, current software/configuration
version, etc. — that the Leader tracks with the connection.

The failure of a Worker Node to successfully send two consecutive heartbeat
messages to the Leader will cause the respective Worker to be removed from
the Workers page in the Leader's Ul until the Leader receives a heartbeat
message from the affected Worker.

When a Worker Node checks in with the Leader:

e The Worker sends heartbeatto Leader.

e The Leader uses the Worker’s facts and Mapping Rules to mapitto a
Worker Group.

e TheWorker Node pulls its Group's updated configuration bundle, if
necessary.

Config Bundle Management

Config bundles are compressed archives of all config files and associated data
thata Worker needs to operate. The Leader creates bundles upon Deploy, and

manages them as follows:

e Bundles are wiped clean on startup.
e Whilerunning, at most 5 bundles per group are kept.

¢ Bundle cleanupisinvoked when a new bundle is created.
The Worker pulls bundles from the Leader and manages them as follows:

e Last5bundles and backup files are kept.
e Atanypointin time, all files created in the last 10 minutes are kept.

e Bundle cleanup isinvoked after a reconfigure.

Worker Groups

Worker Groups facilitate authoring and management of configuration settings
for a particular set of Workers. To create a new Worker Group, click Groups
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fromthe left navand, from the resulting Manage Groups page, click + Add New.

[] Configuring multiple Worker Groups requires a LogStream
Enterprise or Standard license, and configuring or more than 10
Worker Processes requires at least a LogStream One license.

Configuring a Worker Group

Click on newly created Group's Configure button to display an interface for
authoring and validating its configuration. You can configure everything for
this Group as if it were a single LogStream instance - using a similar visual
interface for Routes, Pipelines, Sources, Destinations, and Group-specific
Settings.

A Can'tLoginto the Worker Node as Admin User?

To explicitly set passwords for Worker Groups, see User
Authentication.

Mapping Workers to Worker Groups

Mapping Rulesets are used to map Workers to Worker Groups. Within a ruleset,
a list of rules evaluate Filter expressions on the information that Workers send
to the Leader.

Only one Mapping Ruleset can be active at any one time, although a ruleset
can contain multiple rules. At least one Worker Group should be defined and
present in the system.

The ruleset behavior is similar to Routes, where the order matters, and the
Filter section supports full JS expressions. The ruleset matching strategy is
first-match, and one Worker can belong to only one Worker Group.

Creating a Mapping Ruleset

To create a Mapping Ruleset, Click Mappings from the left navand then, from
the resulting Manage Mapping Rulesets page, click + Add New. Give the
resulting New Ruleset* a unique ID and click Save**.
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i The Mappings left-nav link appears only when you have started
LogStream with global & Settings (lower left) > Distributed Settings
> Mode setto Leader.

On the resulting Manage Mapping Rulesets page, click your new ruleset's
Configure button, and start adding rules by clicking on + Rule. While you build
and refine rules, the Preview in the right pane will show which currently
reporting and tracked workers map to which Worker Groups.

Aruleset must be activated before it can be used by the Leader. To activate it,
go to Mappings and click Activate on the required ruleset. The Activate button
will then change to an Active toggle. Using the adjacent buttons, you can also
Configure or Delete a ruleset, or Clone a ruleset if you'd like to work on it
offline, test different filters, etc.

Although notrequired, Workers can be configured to send a Group with their
payload. See below how this ranks in mapping priority.

Add a Mapping Rule - Example

Within a Mapping Ruleset, click + Add Rule to define a new rule. Assume that
you want to define a rule for all hosts that satisfy this set of conditions:

e |P address starts with 10.10.42 ,AND:

e Morethan 6 CPUs OR CRIBL_HOME environmentvariable contains wo ,
AND:

e Belongsto Group420 .

Rule Configuration

¢ Rule Name: myFirstRule

e Filter: (conn_ip.startswith('10.10.42.') && cpus > 6) ||
env.CRIBL_HOME.match('w0"')

e Group: Group420

Default Worker Group and Mapping

When a LogStream instance runs as Leader, the following are created
automatically:

e A default Worker Group.
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e A default MappingRuleset,
e witha default Rule matchingall( true).

Mapping Order of Priority

Priority for mappingto a group is as follows: Mapping Rules > Group sent by
Worker > default Group.

e |If a Filter matches, use that Group.
e Else, if aWorker has a Group defined, use that.

e Else, maptothe default Group.

Deploying Configurations
Your typical workflow for deploying LogStream configurations is the following:

1. Work on configs.

2. Save your changes.

3. Commit (and optionally push).
4. Deploy.

Deploymentis the last step after configuration changes have been saved and
committed. Deploying here means propagating updated configs to Workers.
You deploy new configurations at the Group level: Locate your desired Group
and click on Deploy. Workers that belong to the group will start pulling
updated configurations on their next check-in with the Leader.

A Can'tLoginto the the Worker Node as Admin User?

When a Worker Node pulls its first configs, the admin password will
be randomized, unless specifically changed. This means that users
won't be able to login on the Worker Node with default credentials.
For details, see User Authentication.

Configuration Files

On the Leader, a Worker Group's configuration lives under:
$CRIBL_HOME/groups/<groupName>/local/cribl/ .

On the managed Worker, after configs have been pulled, they're extracted
under: $CRIBL_HOME/local/cribl/ .
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Lookup Files

On the Leader, a Group's lookup files live under:
$CRIBL_HOME/groups/<groupName>/data/lookups .

On the managed Worker, after configs have been pulled, lookups are extracted
under: $CRIBL_HOME/data/lookups . When deployed via the Leader, lookup
files are distributed to Workers as part of a configuration deployment.

If you want your lookup files to be part of the LogStream configuration's
version control process, we recommended deploying using the Leader Node.
Otherwise, you can update your lookup file out-of-band on the individual
Workers. The latter is especially useful for larger lookup files (> 10 MB, for
example), or for lookup files maintained using some other mechanism, or for
lookup files that are updated frequently.

For other options, see Managing Large Lookups.

i Some configuration changes will require restarts, while many others
require only reloads. See here for details.

Restarts/reloads of each Worker Process are handled automatically
by the Worker. Note thatindividual Worker Nodes might temporarily
disappear from the Leader's Workers tab while restarting.

Worker Process Rolling Restart

During a restart, to minimize ingestion disruption and increase availability of
network ports, Worker Processes on a Worker Node are restarted in arolling
fashion. 20% of running processes - with a minimum of one process - are
restarted at a time. A Worker Process must come up and report as started
before the next one is restarted. This rolling restart continues until all
processes have restarted. If a Worker Process fails to restart, configurations
will be rolled back.

Auto-Scaling Workers and Load-Balancing
Incoming Data

If data flows in via Load Balancers, make sure to register all instances. Each
Cribl LogStream node exposes a health endpoint that your Load Balancer can
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check to make a data/connection routing decision.

Health Check Endpoint Healthy Response
curl http://<host>:<port>/api/vi/health {"status":"healthy"}
Environment Variables

e CRIBL_DIST_MASTER_URL - URL of the Leader Node.
Format: <tls|tcp>://<authToken>@host:port?
group=defaultGroup&tag=tagl&tag=tag2&tls.<tls-settings below> .
Example: CRIBL_DIST_MASTER_URL=tls://<authToken>@leader:4200

e tls.privKeyPath - Private Key Path.
e tls.passphrase - KeyPassphrase.
e tls.caPath - CA Certificate Path.

e tls.certPath - Certificate Path.

e tls.rejectUnauthorized - Validate Client Certs. Boolean, defaults
to false.

tls.requestCert - Authenticate Client (mutual auth). Boolean,
defaultsto false.

e tls.commonNameRegex - Regex matching peer certificate > subject>
common names allowed to connect. Used only if tls.requestCert
issetto true.

e CRIBL_DIST_MODE - worker | master .Defaultsto worker iff
CRIBL_DIST_MASTER_URL is present.

e CRIBL_HOME - Auto setup on startup. Defaults to parentof bin directory.

e CRIBL_CONF_DIR - Auto setup on startup. Defaults to parentof bin
directory.

CRIBL_NOAUTH - Disables authentication. Careful here!!

CRIBL_VOLUME_DIR - Sets adirectorythat persists modified data between
different containers or ephemeral instances.

Deprecated Variables

These were removed as of LogStream 3.0:
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e CRIBL_CONFIG_LOCATION .
e CRIBL_SCRIPTS_LOCATION .

Workers GUID

When you install and first run the software, a GUID is generated and stored in a
.dat filelocatedin CRIBL_HOME/bin/ ,e.g.:

# cat CRIBL_HOME/bin/676f6174733432.dat
{"it":1570724418,"phf":0, "guid" : "48f7b21a-0c03-45e0-a699-
0ledb7ale061"}

When deploying Cribl LogStream as part of a hostimage or VM, be sure to
remove this file, so that you don't end up with duplicate GUIDs. The file will be
regenerated on next run.
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Splunk App Deployment *

Getting started with Cribl App for Splunk

Cribl App for Splunk for HFs Is Deprecated as of Cribl LogStream

A
v.2.1

Cribl will continue to support this package, but customers are
advised to begin planning now for the eventual removal of support.

See Single-Instance Deployment and Distributed Deployment for
alternatives.

Deploying Cribl App for Splunk

In a Splunk environment, Cribl LogStream can be installed and configured as a
Splunk app (Cribl App for Splunk). Depending on your requirements and
architecture, it can run either on a Search Head or on a Heavy Forwarder. Cribl
App for Splunk cannot be used in a Cribl LogStream Distributed Deployment as
a Leader or managed as Worker.

Running on a Search Head (SH)

When running on an SH, Cribl LogStream is set to mode-searchhead, the
default mode for the app. It listens for localhost traffic generated by a custom
command: | criblstream.The command is used to forward search results
to the LogStream instance's TCP JSON inputon port 10420 , butit's also
capable of sending to any other LogStream instance listening for TCP JSON.

Once received, data can be processed and forwarded to any of the supported
Destinations. In addition, several out-of-the box saved searches are ready to
run and send their results to Cribl with a single click.

Installing the Cribl App for Splunk on an SH
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e Selectan instance on which to install.

e Ensurethatports 10000, 10420 ,and 9000 are available. See the
Requirements section for more info.

e Getthe bits here, and install as a regular Splunk app.
¢ Restartthe Splunkinstance.

e Goto https://<instance>/en-US/app/cribl or
https://<instance>:9000 ,and login with Splunk admin role
credentials.

Typical Use Cases for Search Head Mode

e Working with search results in a Cribl LogStream pipeline.

e Sendingsearch results to any Destination supported by Cribl LogStream.

Running on a Heavy Forwarder (HF)

When running on an HF, Cribl LogStream is set to mode-hwf. It receives events
from the local Splunk process per routing configurations in props.conf and

transforms.conf . Datais parsed and processed first by Splunk pipelines,
and then by LogStream. By default, all data exceptinternal indexes is routed
outright after the Typing pipeline.

Data Sources II
v

Splunk

Parsing

Merging

Splunk

: Indexers
Typing S BERA

IndexQueue

Cribl LogStream is capable of accepting data streams (unbroken events) or
events from other sources. In this case, the HF will deliver events locally to
LogStream, which processes them and sends them to one or more
destinations downstream. When receivers are Splunk indexers, LogStream can
also load-balance across them.
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Splunk Splunk
Data Sources Heavy Forwarder o Indexers
> R -
Other I > $ Crlb.l. ........ .
Data Sources 5 Other
> Destinations

Installing the Cribl App for Splunk on an HF

e Selectaninstance on which to install.

e Ensurethatports 10000, 10420 ,and 9000 are available. See here.
e Getthe bits here, and install as a regular Splunk app.

e SetCriblto mode-hwf: $SPLUNK_HOME/etc/apps/cribl/bin/cribl

mode-hwf .

/A The SPLUNK_HOME environmentvariable must be defined.

e Restartthe Splunkinstance.

e Goto https://<instance>:9000 and login with Splunk admin role
credentials.

0 Note About Splunk Warnings

If you come across messages similar to the following example,
on startup or in logs, please ignore them. They are benign
warnings.

Invalid value in stanza
[route2criblQueue]/[hecCriblQueue] in
/opt/splunk/etc/apps/cribl/default/transforms.conf,
line 11: (key: DEST_KEY, value: criblQueue) / line 24:
(key: DEST_KEY, value: $1)

Relevant configurationsin Cribl App for Splunk on an HF

When Cribl App for Splunkis installed on an HF (in mode-hwf ), below are the
relevant sections in configuration files that enable Splunk to send data to Cribl

Page 63 of 1051



LogStream:

apps/cribl/default/outputs.conf

[tcpout]
disabled = false
defaultGroup = cribl

[tcpout:cribl]
server=127.0.0.1:10000
sendCookedData=true

useACK = false
negotiateNewProtocol = false
negotiateProtocolLevel = 0

apps/cribl/default/inputs.conf

[splunktcp]
route=has_key:_replicationBucketUUID:replicationQueue;has_key:_dstrx:typin

apps/cribl/default/transforms.conf

[route2cribl]

SOURCE_KEY = _MetaData:Index
REGEX = "“["_]

DEST_KEY = _TCP_ROUTING
FORMAT = cribl

[route2criblQueue]
SOURCE_KEY = _MetaData:Index
REGEX = “["_]

DEST_KEY = queue

FORMAT = criblQueue

apps/cribl/default/props.conf

[default]
TRANSFORMS-cribl = route2criblQueue, route2cribl

Configuring Cribl LogStream with a Subset of Your Data

The props.conf stanzaabove will apply the above transforms to everything.
Depending on your requirements, you might want to target only a subset of
your sources, sourcetypes, or hosts. For example, the diagram below shows
the effective configurations of outputs.conf, props.conf ,and
transforms.conf tosend <bluedata> eventsthrough Cribl LogStream.
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outputs.conf

[tcpout
defaultGroup = myIndexers

[tepout:cribl]
server=127.0.0.1:10000
sendCookedData=true

useACK = false
negotiateNewProtocol = false
negotiateProtocollevel = @

Cribl Standalone

[tepout:myIndexers

server=<list of indexers>

19997 INDEXERS

props.conf

[<bluedata>]
TRANSFORMS-toCribl = route2cribl

transforms.conf

[route2cribl]

REGEX = .

DEST_KEY = _TCP_ROUTING
FORMAT = cribl

Configure Cribl LogStream to Send Data to Splunk Indexers

To send data from Cribl LogStream to a set of Splunk indexers, use the
LogStream Ul to go to Destinations > Splunk Load Balanced, then enter the
required information.
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Bootstrap Workers from Leader

Boot fully provisioned Workers

ThisLogStream feature allows workers to completely provision themselves on
initial boot, directly from the Leader. It allows a fleet of any number of nodes to
launch, and to be fully functional within the cluster, in seconds.

How Does It Work?

A LogStream Leader Node (v2.2 or higher) provides a bootstrap APl endpoint,
at /init/install-worker.sh ,which returns ashell script. You can run this
shell script on any supported machine (see Restrictions below), without
LogStream installed. This fully provisions the machine as a Worker Node.

Although you can specify the download URL when you execute the initial curl
command, the LogStream package is not downloaded until the scriptis
generated by the API, and then later executed.

A RootAccess or sudo

Note that the script will install LogStream into /opt/cribl ,and will
make system-level changes. For systems like Ubuntu, which don't
allow direct root access, you'll need to use the sudo command
when executing the script.

API Spec

Request Format

GET http://<leader hostname or IP>:9000/init/install-worker.sh

Query Strings
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String Required? Description

Leader Node’s shared secret ( authToken ). By
default, thisis set to criblmaster .You can find

token optional . ) L
this secret in the the Leader Node's Distributed
Settings section.
. Name of the cluster’s work group. If not
group optional i
specified, falls back to default.
Provide the complete URL to a Cribl LogStream
. installation binary. This is especially useful if the
download_url optional

Worker Nodes don’t have access to the Internet
to download from cribl.io.

Example HTTP Request

HTTP

GET http://<leader hostname or IP>:9000/init/install-worker.sh?token=79364

[] Asofversion3.0,LogStream's former "master" application
components are renamed "leader." While some legacy terminology
remains within CLI commands/options, configuration keys/values,
and environment variables, this document will reflect that.

Example Response

Shell
#!/bin/sh
### START CRIBL LEADER TEMPLATE SETTINGS ###

CRIBL_MASTER_HOST="<Master FQDN/IP>"
CRIBL_AUTH_TOKEN="<Auth token string>"
CRIBL_VERSION="<Version>"
CRIBL_GROUP="<Default group preference>"
CRIBL_MASTER_PORT="<Master heartbeat port>"
CRIBL_DOWNLOAD_URL="<download url>"

### END CRIBL MASTER TEMPLATE SETTINGS ###
# Set defaults
checkrun() { $1 --help >/dev/null 2>/dev/null; }

faildep() { [ $? -eq 127 1 &5 echo "$1 not found" && exit 1; }
[ -z "${CRIBL_MASTER_HOST}" ] & echo "CRIBL_MASTER_HOST not set" && exit
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CRIBL_INSTALL_DIR="${CRIBL_INSTALL_DIR:-/opt/cribl}"

CRIBL_MASTER_PORT="${CRIBL_MASTER_PORT:-4200}"

CRIBL_AUTH_TOKEN="${CRIBL_AUTH_TOKEN:-criblmaster}"

CRIBL_GROUP="${CRIBL_GROUP:-default}"

if [ -z "${CRIBL_DOWNLOAD URL}" ]; then
FILE="cribl1-${CRIBL_VERSION}-linux-x64.tgz"
CRIBL_DOWNLOAD_URL="https://cdn.cribl.io/d1/$(echo ${CRIBL_VERSION} |

fi

UBUNTU=0

CENTO0S=0

AMAZON=0

echo "Checking dependencies"

checkrun curl && faildep curl

checkrun adduser && faildep adduser

checkrun usermod &§& faildep usermod

BOOTSTART=1

SYSTEMCTL=1

checkrun systemctl &5 [ $? -eq 127 ] &5 BOOTSTART=0
checkrun update-rc.d &5 [ $? -eq 127 ] &5 BOOTSTART=0

echo "Checking 0S version"
1sb_release -d 2>/dev/null | grep -i ubuntu &6 [ $? -eq 0 ] && UBUNTU=1
cat /etc/system-release 2>/dev/null | grep -i amazon &5 [ $? -eq 0 ] &5 AM

echo "Creating cribl user"
if [ $UBUNTU -eq 1 1; then
adduser cribl --home /home/cribl --gecos "Cribl LogStream User" --disa
fi
if [ $CENTOS -eq 1 1 || [ $AMAZON -eq 1 1; then
adduser cribl -d /home/cribl -c "Cribl LogStream User" -m
usermod -aG wheel cribl
fi

curl Option

An easy way of wrapping HTTP methods is to use the curl command. Here is
an example, which uses a GET operation by default, with the same URL used in
the above HTTP example:

Shell

curl http://<leader hostname or IP>:9000/init/install-worker.sh?token=7936

Chaining Script Execution

The GET and curl procedures above will only output the contents of the
script that needs executing - the script will still need to be manually executed.
However, you can automate that part, too, using a command like those shown
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below. This passes the script's contents to the sh shell to immediately
execute. As noted above, on Ubuntu and similar systems, you might need to
insert sudo beforethe sh.

Shell

curl http://<leader hostname or IP>:9000/init/install-worker.sh?token=7936

For a bash shell:

bash

curl http://<leader hostname or IP>:9000/init/install-worker.sh?token=7936

Adding Download URL

We'll now graduate to the next level by adding more to the above commands.
Allthe preceding commands excluded the download_url parameter so, by
default, the script gets configured to download the LogStream package from
the public Cribl repository.

To successfully execute the curl command while also specifying the
download_url ,you mustenclose the URL in double quotes. The reason for
thisis thatthe & character thatjoins multiple HTTP parameters is interpreted
by the shell as the operator to run commands in the background. Quoting the

URL, as shown in this example, prevents this.

Shell

curl "http://<leader hostname or IP>:9000/init/install-worker.sh?token=793

Status Codes
Status Code Reason
200 - OK All is well. You should have received the script as a response.
403 - Either the node is not configured as a Leader, or the token
Forbidden provided is invalid.

Restrictions

Keep the following in mind when using this feature:
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e Each Worker must normally have access to the internetin order to
download the Cribl LogStream installation binary from cribl.io. Where this
isn’tfeasible, you can use the download_url switch to pointto a binaryin
arestricted location.

e Bydefault, Worker Nodes communicate with the Leader on port 4200.
Ensure that access between all Workers and the Leader is open on this
port.

e TLSisnotenabled by default. If enabled and configured, access to this
feature will be over https instead of http .

¢ Red Hat, Ubuntu, CentOS, and Amazon Linux are the only supported
Worker platforms.

User Data

For public-cloud customers, an easy way to use this feature is in an instance’s
user data. First, be sure to set the Leader Node to mode ='leader’. Then use the
following script (changing the command as needed. based on the information
above). Upon launch, the Worker Node will reach out to the Leader, download
the script, download the LogStream package from the specified location, and
then install and configure LogStream:

Shell

#!/bin/bash
curl http://<leader-node-ip/host-address>:9000/init/install-worker.sh?toke
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Kubernetes/Helm Deployment

Cribl's leader and workergroup Helm charts provide a fast way to deploy a
distributed LogStream environment to a Kubernetes cluster.

Prerequisites

Helm version 3 is required to use these charts.

To install Helm on (e.g.) a Mac, using Homebrew:

brew install helm

Find instructions for other operation systems in Helm's installation
documentation.

Deploying

If you haven't done so already, create a namespace. Our documentation
example uses logstream.

kubectl create namespace logstream

Add the Cribl Helm repo.

helm repo add cribl https://criblio.github.io/helm-charts/

The following example creates a distributed deployment with two autoscaled

worker groups, pcilogs and system-metrics .ltuses an auth token of

ABCDEFQ1-1234-5678-ABCD-ABCDEF012345 , sets an admin password, and

installs our license:

helm install 1ls-leader cribl/logstream-leader \
--set "config.groups={pcilogs,system-metrics}" \
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--set config.token="ABCDEF01-1234-5678-ABCD-ABCDEFQ12345" \
--set config.adminPassword="<admin password>" \

--set config.license="<license key>" \

-n logstream

helm install 1s-wg-pci cribl/logstream-workergroup \
--set config.host="1s-leader-internal" \
--set config.tag="pcilogs" \
--set config.token="ABCDEF01-1234-5678-ABCD-ABCDEFQ12345" \
-n logstream

helm install 1ls-wg-system-metrics cribl/logstream-workergroup \
--set config.host="1s-leader-internal" \
--set config.tag="system-metrics" \
--set config.token="ABCDEFQ1-1234-5678-ABCD-ABCDEF012345" \
-n logstream

Running Distributed on a Free License

If you do not specify a license in your install with config.license ,andyou
want to run distributed, you'll need to go to LogStream's Settings > Licensing
Ul page and accept the Free license. (The Free license allows one worker
group.) If your Helm configuration includes the config.groups option,the
LogStream Leader Node will be configured as a distributed Leader. If you omit
that option, it will be configured as a single instance. (You can later use
LogStream's Settings > Distributed page to select Mode: Leader .)

Upgrading

Upgrading LogStream to new bits via Helm is easy. Sync up your repo to the
origin, and then upgrade each chart version. The example below updates to
the currentversion, butyou can append --version X.Y.Z if youwantto
specify a particular version.

helm repo update

helm upgrade 1ls-leader cribl/logstream-leader -n logstream

helm upgrade 1ls-wg-pci cribl/logstream-workergroup -n logstream

helm upgrade ls-wg-system-metrics cribl/logstream-workergroup -n logstream

What's Next

¥ Kubernetes Leader Deployment
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> Kubernetes Worker Deployment
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K8s Leader Deployment

Boot a fully provisioned Leader Node via Helm

This page outlines how to deploy a Cribl LogStream Leader Node (or single
instance) to AWS via Kubernetes, using a Cribl-provided Helm chart.

A This chartis awork in progress, provided as-is. Cribl expects to
further develop and refine it.

Deprecation Notice

This chart replaces the logstream-master chart, which was deprecated as of
v.2.9.9. See Migration below for instructions on migrating to this new chart to
access features newly provided in this and future versions.

New Capabilities

e Supports LogStream v.3.1.0 (default version).

e Supportsthe nodeSelector configuration option for managing pod
scheduling.

e Supports using a fixed IP address for LoadBalancer sin both created
services, viathe service.internallLoadBalancerIP and
service.externallLoadBalancerIP options. (A fixed IP address is not
universally supported across K8s implementations; check your
implementation before configuring this option.)

Deployment

As built, Cribl's chart will deploy a LogStream Leader server for LogStream,
consisting of a deployment, two services, and a number of persistent volumes.
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Ingress Mame: logsiream-leader

Exposes:9000/cp
Audience: external to cluster
OPTIONAL
Service Name: logstream-leader-internal Service Name: logstream-leader
Type: ClusterlP Type: LoadBalancer
Exposes: 4200/fcp & 8000/tcp Exposes:9000/icp

Audience: within cluster \ / Audience: external to cluster

Replicaset Mame: logstream-leader
Replicas: 1
resources: 500m-2000m cpu, 1GB-2GB memory

image: criblicribl:latest

volume: initial-config ‘ valume: config-storage
mount: fvarfimp/config_bits mount: foptieribliconfig-volume

secret: logstream-leader-config-<release> claim: local-claim

nodes: licenses.yml, users.json, groups.ymi, storage-class: default

mappings.yml size: 20GB
Deployment schematic

Note that this chart creates two load-balanced services:

e The main one (named after the Helm release), which is intended as the
primary service interface for users.

e The"internal" one (named <helm-release>-internal ), which is
intended for the worker-group-to-leader communication.

[] Bydefault, this chartinstalls only a LogStream Leader Node. To also
deploy LogStream Worker Groups via Helm, you can use the Set Up
Worker Groups/Mappings override described below.

You can also use Cribl's separate logstream-workergroup chart. For
details, see Kubernetes Deployment: Worker Group in this
documentation.

AWS and Kubernetes Prerequisites

This section covers both general and specific prerequisites, with a bias toward
the EKS-oriented approach that Cribl uses for its own deployments.

Set Up AWS CLI
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Install the AWS CLI, version 2, following AWS' instructions.

Next, create or modify your ~/.aws/config filetoinclude (atleast) a
[profile] section with the following SSO (single-sign-on) details:

~/.aws/config

[profile <your-profile-name>]

sso_start_url = https://<your-domain>/start#/
sso_region = <your-AWS-SSO-region>
sso_account_id = <your-AWS-SSO-account-ID>
sso_role_name = <your-AWS-role-name>

region = <your-AWS-deployment-region>

Set Up kubectl

You will, of course, need kubectl setup on your local machine or VM. Follow
Kubernetes' installation instructions.

Add a Cluster to Your kubeconfig File

You must modify your ~/.kube/config file to instruct kubectl what cluster
(context) to work with.

1. Run a command of this form:
aws --profile <profile-name> eks update-kubeconfig --name

<cluster-name>

This should return a response like this:
Added new context arn:aws:eks:us-west-
2:424242424247 :cluster/<cluster-name> to

/Users/<username>/.kube/config

2. Intheresulting ~/.kube/config file's args section, as the new first
child, insert the profile argument that you provided to the aws command.
For example:

~/.kube/config

args:
- --profile=<profile-name>
- --region

[...]
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3. Also change the command: aws pair to include the full path to the aws
executable.
Thisisusuallyin /usr/local/bin ,in which caseyou'dinsert: command:
/usr/local/bin/aws .

This section of ~/.kube/config should now look something like this:

~/.kube/config

args:
- --profile=<profile-name>
- --region
- us-west-2
- eks
- get-token
- --cluster-name
- lab
command: /usr/local/bin/aws
env:
- name: AWS_PROFILE
value: <profile-name>

With these AWS and Kubernetes prerequisites completed, you're now set up to
run kubectl commands againstyour cluster, as long as you have an active
aws SSO login session.

Next, do the Helm setup.

Install Helm and Cribl Repo
1. You'll need Helm (preferably v.3.x) installed. Follow the instructions here.

2. Add Cribl's repo to Helm, using this command:
helm repo add cribl https://criblio.github.io/helm-charts/

Persistent Storage

The chartrequires persistent storage. It will use your default StorageClass, or
(if you prefer) you can override config.scName with the name of a specific
StorageClass to use.

Cribl has tested this chart primarily using AWS EBS storage, via the CSI EBS
driver. The volumes are created as ReadWriteOnce claims. For details about
storage classes, see Kubernetes' Storage Classes documentation.
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AWS-Specific Notes

If you're running on EKS, Cribl highly recommends that you use
Availability Zone-specific node groups. For details, see eksctl.io's Autoscaling
documentation.

A Do notallowasingle node group to spans AZs. This can lead to
trouble in mounting volumes, because EBS volumes are AZ-specific.

See other EKS-Specific Issues on our GitHub repo.

Configure the Chart's Values

You'll want to override some of the chart's default values. The easiest way is to
copy this chart's default values.yaml file from our repo. save it locally,
modify it, and install itin Helm:

1. Copy the raw contents of:
https://github.com/criblio/helm-charts/blob/master/helm-chart-
sources/logstream-leader/values.yaml

2. Save this as a local file, e.g.: /bar/values.yaml
3. Modify values as necessary (see Values to Override below).

4. Install your updated values to Helm, using this command:
helm install -f /bar/values.yaml

Values to Override

This section covers the most likely values to override. To see the full scope of
values available, run: helm show values cribl/logstream-leader

Key Type Default Value Description
. The password yo!
config. . .
} String [No default] to assign to the a
adminPassword
user.
config.token String [No default] The auth key you

to set up for Worl
access. If you set-
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config.license

config.groups

config.scName

config.
rejectSelfSigned

Certs

config.healthPort

config.healthScheme

service.

internalType

String [No default]
List [No default]
. <default

String

StorageClass name>

Number 0
Number 9000
String HTTP

ClusterlP [No default]
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The license for yo
LogStream instan
you do not set th
default to the Fre
license. You can ¢!
this in the LogStre
as well.

Array of Worker G
names to configu
the Leader instan
will create a map)
each Group, whic|
for the tag
<groupname> , ar
create the basic
structure of each
Group's configure

The StorageClass
for all of the pers|
volumes.

Either o (allows:
signed certificates
1 (deny self-sign
certs).

The port to use fc
health checks
(readiness/live).

The scheme to us
health checks. Su
HTTP or HTTPS.

The type to use fc

<release>-lead



service.
internal

LoadBalancerIP

service .

externalType

service .
external

LoadBalancerIP

IP address [No default]

Load

[No default]
Balancer

IP address [No default]
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service.ports

service.annotations

criblImage.tag

Array of
Maps

Object

String

- name: api

port: 9000
protocol: TCP
external: true
name: leadercomm
port: 4200
protocol: TCP
external: false

[No default]

latest
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port
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available.

protocol
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LogStream versio
number (like "3..0

If this value exists
the helm comm:
upgrade , this wil
the split volumes
consolidate_volumes boolean [No default] we created in cha
before 2.4 and
consolidate them
to one config volt
This is a one-time

Add nodeSelect«
values to define t
nodes on which p
nodeSelector Object [No default] scheduled. For de
and allowed valu
K8s' Assigning Po:
Nodes topic.

Extra Configuration Options

The links here point to configuration details on our GitHub repo.

Default Lo
Key Type Description
Value
) [No Additional volumes to
extraVolumeMounts Object ) )
default] mount in the container.
No Pre-existing Secrets to
extraSecretMounts Array mount within the
default] )
container.
No Pre-existing ConfigMaps
extraConfigmapMounts Object to mount within the
default] )
container.
iNo Additional containers to
extralnitContainers Object run ahead of the primary
default] o
container in the pod.
User ID to run the
securityContext.runAsUser Number 0 container processes
under.
securityContext.runAsGroup Number 0 Group ID to run the

container processes
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ValueF Object Mo
envValueFrom ec
: default]
[No
env Array
default]
ingress.enable boolean false
. . . [No
ingress.annotations Object
default]

Match Versions

under.

Environment variables to
be exposed from the
Downward API.

Additional static
environment variables.

Enable Ingress in front of
the external service.
Setting thisto true
changes the external
service to type

NodePort ,and creates
an ingress that connects
to it.

If ingress.enable isset
to true,thisis where
annotations to configure
the specific ingress
controller. (NOTE: Ingress
is supported only on
Kubernetes 1.19 and later
clusters).

Cribl recommends that you use the same LogStream version on Worker Nodes

versus the Leader Node. So if, for any reason, you're not yet upgrading your

Workers to the version in the Leader's default values.yaml >

criblImage.tag ,besureto overridethat criblImage.tag value to match

the version you're running on all Workers.

EKS-Specific Values

If you're deploying to EKS, many annotations are available for the load

balancer. Set these as values for the service.annotations key.Internally, we

typically use the annotations for logging to S3, like this:

values.yaml [excerpt]

service.beta.kubernetes.io/aws-load-balancer-access-log-enabled: "true"
service.beta.kubernetes.io/aws-load-balancer-access-log-emit-interval:
service.beta.kubernetes.io/aws-load-balancer-access-log-s3-bucket-name
service.beta.kubernetes.io/aws-load-balancer-access-log-s3-bucket-pref
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For an exhaustive list of annotations you can use with AWS's Elastic Load
Balancers, see the Kubernetes Service documentation.

/A More options are coming here!

Basic Chart Installation

With the above prerequisites and configuration completed, you're ready to
install our chartto deploy a LogStream Leader Node. Here are some example

commands:

e Toinstall the chart with the release name logstream-leader :

helm install logstream-leader cribl/logstream-leader

e Toinstall the chartusing the storage class ebs-sc :

helm install logstream-leader cribl/logstream-leader --set

config.scName="'1lebs-sc

Post-Install/Post-Upgrade

LogStream will not automatically deploy changes to the Worker Nodes. You'll
need to commitand deploy changes to all of your Worker Groups.

Change the Configuration

If you don't override its default values, this Helm chart effectively creates a
single-instance deployment of LogStream, using the standard container image.
You can later configure distributed mode, licensing, user passwords, etc., all
from the LogStream Ul. However, you also have the option to change these
configuration details upfront, by installing with value overrides. Here are some

common examples.

Apply a License

If you have a Standard or Enterprise license, you can use the config.license
parameter to add itas an override to your install:
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helm install logstream-leader cribl/logstream-leader --set

config.license="<long encoded license string redacted>"

Run Distributed on a Free License

If you do not specify a license with config.license ,andyou wanttorun
distributed, you'll need to go to LogStream's global ¥ Settings (lower left) >
Licensing Ul page and accept the Free license. (The Free license allows one
Worker Group.)

If your Helm configuration includes the config.groups option, the
LogStream Leader Node will be configured as a distributed Leader. If you omit
that option, it will be configured as a single instance. (You can later use
LogStream's global & Settings (lower left) > Distributed page to select Mode:

Leader .)

Set the Admin Password

Normally, when you firstinstall LogStream and log into the Ul, it prompts you
to change the default admin password. You can skip the password-change
challenge by setting your admin password via the config.adminPassword
parameter:

helm install logstream-leader cribl/logstream-leader --set

config.adminPassword="<new password>"

Set Up Worker Groups/Mappings

As mentioned above, the chart's defaultis to install a vanilla deployment of
LogStream. If you are deploying as a Leader, you can use the config.groups
parameter to define the Worker Groups you want created and mapped. Each
group in the list you provide will be created as a Worker Group, with a Mapping
Rule to seek a tag with that Worker Group's nameiinit:

helm install logstream-leader cribl/logstream-leader --set

config.groups={groupl,group2,group3}
The example above will create three Worker Groups - groupl, group2 ,and

group3 -and a MappingRule for each.

Migrating from the logstream-master Chart
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Here is how to migrate from the deprecated logstream-master chart to

logstream-leader .

Exporting your Configuration

You'll need to "export" your data from the existing logstream-master pod.
And first, you'll need to get the current pod's name, as well as its namespace.
The easiest way to do thisisto run kubectl get pods -A and then look pods
that start with the release name you used when you ran helm install.For
example, if you installed with the following command:

helm install ls-master cribl/logstream-master
...you'd look for a pod name that started with 1s-master .

Once you've identified your pod and namespace, you can export your
configuration using a combination of kubectl and tar:

kubectl exec <pod name> -n <namespace> -- bash -c "cd /opt/cribl/config-vo

This command executes the tar based back up of the config-volume, and
outputs itto alocal tar file ( cribl_backup.tar ).

"Re-Hydrating" the Backup on the logstream-leader Chart

Exploding the tarball onto the new persistent volume is a one-time event. Once
the config volume is restored, you'll make changes to the config via the
LogStream Ul or API. Either approach will change the config on disk, which you
wouldn't want to overwrite the next time the pod restarts. You can manually re-
hydrate the backup by installing the logstream-leader chart, and then running
the following command:

cat cribl_backup.tar| kubectl -n <namespace> exec --stdin <pod name> -- ba

This will restore the data into the config volume (which is mounted as
/opt/cribl/config-volume ). If you wantto double-check that, run:

kubectl -n <namespace> exec <pod name> -- bash -c "ls -alR /opt/cribl/conf
After this, you want to delete the active pod, allowing the new one to come up

with the restored configuration. To do this, you'd run the following kubectl
command:
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kubectl -n <namespace> delete <pod name>

This will cause the pod to exit, but the deployment will replace it with a new
pod which will use the same config persistent volume.

Reconfiguring the Worker Groups

Now that you've got a new working leader chart, you need to tell the workers to
connect to the new leader instead of to the old logstream-master instance.
Thisisasimple helm upgrade operation. You'll need to use the same
command string that you used to install, changing the word install to
upgrade . Butchange the value of config.host to the new service thatwas
created for the logstream-leader install. (You can change config.host either
viathe --set optionorinthe values.yml file.) For example, if you ran the
logstream-leader install with the release name 1s-1lead, like this:

helm install 1ls-lead -f <values file> cribl/logstream-leader

..you'drun kubectl get service -n <namespace> | grep ls-lead to get
the two services that it created, and you'll want the name of the one that ends
in -internal . In this case, that name would be 1s-lead-leader-internal .

Assume that for your workergroup install, you used a release name of 1s-
wgl ,and avalues file named my-values.yml with the following contents:

config:
host: logstream-master-internal
group: kubernetes
token: criblmaster
rejectSelfSignedCerts: 0

..thenyou'd replace the host valuein this file with
1s-lead-leader-internal ,and thenrun:

helm upgrade ls-wgl -f my-values.yml -n <namespace>

The upgrade should replace all the existing workergroup pods with newly
reconfigured ones. However, if you notice any workergroup pods with an AGE
value indicating that it was started before the upgrade command, simply kill
those pods, and they will re-spawn with the new configuration.

Preloading Configuration
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The extraConfigmapMounts and extraSecretMounts optionsenableyou to
preload configuration files into the leader chart, via ConfigMaps and Secrets
that you've created in your Kubernetes environment. However, because
ConfigMaps and Secret mounts are read-only, you can't simply mount them
into the configuration tree.

Therefore, you must mount them to a location outside of the /opt/cribl
tree, and then copy the files into the tree at startup. This copying can be
accomplished using environment variables, as we'll see below.

i Both ConfigMaps and Secret mounts can be made writable, but the
K8s documentation recommends against this.

Configuration Locations

The chart creates a single configuration volume claim, config-storage,
which gets mounted as /opt/cribl/config-volume . All Worker Group
configuration lives under the groups/ subdirectory. If you have a worker
group named datacenter_a , its configuration will live in

/opt/cribl/config-volume/groups/datacenter_a . See Configuration Files
section for details on file locations.

Using Environment Variables to Copy Files

The cribl container's entrypoint.sh file looks for up to 30 environment
variables assumed to be shell-script snippets to execute before LogStream
startup ( CRIBL_BEFORE_START_CMD_[1-30] ). Italso looks for up to 30
environmentvariables to execute after LogStream startup

( CRIBL_AFTER_START_CMD_[1-3017 ).

The variables in each set need to be in order, and cannot skip a number. (The
entrypoint.sh scriptbreaks the loop the firsttime it doesn'tfind an envyvar,
so if you have CRIBL_BEFORE_START_CMD_1 skippingto
CRIBL_BEFORE_START_CMD_3 ,then CRIBL_BEFORE_START_CMD_3 will notbe
executed.)

The chart uses this capability to inject the license and to set up groups. We'll
use this same capability to copy our config files into place. So if you've
provided the config.license and config.groups variables (occupyingthe
first two slots), you'll need to start with CRIBL_BEFORE_START_CMD_3 . In the
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examples below, we'll start with CRIBL_BEFORE_START_CMD_3 , assuming that
a config.license and config.groups have been set.

Figuring Out Which Variable to Use

The easiest way to figure out which environmentvariable you need to use is to
deploy the chart with all the options you plan to use (i.e., to use the helm
install command with options thatyou plan to use for your deployment).
Then check the pod definition for CRIBL_* environmentvariables. For
example, if you used the following install command:

% helm install lsms -f ../leader-values.yaml -n logstream-ht cribl/logstre

You can now get the pod's name:

% kubectl get pods -n logstream-ht
NAME READY STATUS RESTARTS
lsms-leader-659bfccdd6-xsz67 1/1 Running 0

And then you can use kubectl describe to getthe relevantenvironment
variables:

% kubectl describe pod/lsms-leader-659bfccdd6-xsz67 -n logstream-ht | eg

CRIBL_BEFORE_START_CMD_1: if [ ! -e $CRIBL_VOLUME_DIR/local/cribl/lic
CRIBL_BEFORE_START_CMD_2: if [ ! -e $CRIBL_VOLUME_DIR/local/cribl/map
CRIBL_AFTER_START_CMD_1: [ | -f $CRIBL_VOLUME_DIR/users_imported ] &

From that, you can tell that we already have a CRIBL_BEFORE_START_CMD_1
and CRIBL_BEFORE_START_CMD_2 ,so our nextlogical variable should be
CRIBL_BEFORE_START_CMD_3 .

Preloading Scenario

Here's a preload scenario thatincludes a sample ConfigMap,
extraConfigmapMounts , copy command, and copy-once flag.

The ConfigMap

Let's say we want to preconfigure a collector job in the groupl Worker Group.
The job will be called InfrastructurelLogs ,and itwill read ELBlogs from an
S3 bucket. First,we'llneed a jobs.yml file, like this:

Infrastructurelogs:
type: collection
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ttl: 4h
removeFields: []
resumeOnBoot: false
schedule: {}
collector:
conf:
signatureVersion: v&
enableAssumeRole: true
recurse: true
maxBatchSize: 10
bucket: <my infrastructure logs bucket>
path: /ELB/AWSLogs/${aws_acct_id}/elasticloadbalancing/${aws_region}
region: us-west-2
assumeRoleArn: arn:aws:iam::<accountid>:role/LogReadAssume
destructive: false
type: s3
input:
type: collection
staleChannelFlushMs: 10000
sendToRoutes: false
preprocess:
disabled: true
throttleRatePerSec: "0"
breakerRulesets:
- AWS Ruleset
pipeline: devnull
output: devnull

We'll need this loaded into a ConfigMap object, so we'd run kubectl to create a
ConfigMap from the directory where our jobs.yml file resides:

kubectl create configmap job-config --from-file <containing

directory> -n <deployment namespace>

So if thatfileisin adirectorycalled ./config-dir ,and we're deployingthe
leader chartinto the logstream namespace, we'd create it like this:

kubectl create configmap job-config --from-file ./config-dir -n

logstream

extraConfigmapMounts Config

Inour values.yaml file, we need to specify the ConfigMap and where to
mount it:

extraConfigmapMounts:
- name: job-config
configMap: job-config
mountPath: /var/tmp/job-config

Page 90 of 1051



This example will mount the files in the ConfigMap into the pod's
/var/tmp/job-config directory.

Copying the Config Files

You could simply define, in the values.yaml file (orvia --set ):

env:
CRIBL_BEFORE_START_CMD_3: "cp /var/tmp/job-config /opt/cribl/config-volu

However, there are two potential problems with that:

1. Thereis no guarantee that the destination directory tree will be there. (The
firsttime a pod spins up, itwon't be.)

2. If the pod has crashed and spun up anew, blindly copying will overwrite
any changes previously made. This is rarely desirable behavior.

File Copying Pattern

Since we might want to copy multiple configuration files in one shot, it makes
sense to use some sort of "flag file" to ensure that we copy the files only once.
The script snippet to copy the jobs.yaml file looks like this, formatted for
readability:

FLAG_FILE=/opt/cribl/config-volume/job-flag

if [ ! -e $FLAG_FILE 1; then
mkdir -p /opt/cribl/config-volume/groups/groupl/local/cribl # ensure the
cp /var/tmp/job-config/jobs.yml /opt/cribl/config-volume/groups/groupl/1
touch $FLAG_FILE

fi

This looks to see if the file /opt/cribl/config-volume/job-flag exists,and
ifitdoesn't, creates the directory tree, copies the config file(s), and then
creates the job flag file. However, we need to format it a little differently to
easilyencompassitin the env variable:

env:
CRIBL_BEFORE_START_CMD_3: "FLAG_FILE=/opt/cribl/config-volume/job-flag;

Onceyourun helm install with thisinthe values.yaml file,you cando
kubectl exec on the pod to execute a shell:

kubectl exec -it <pod name> -- bash
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...and then look at /opt/cribl/config-
volume/groups/groupl/local/cribl/jobs.yml to verifythatitisin place.

Uninstall the Infrastructure

To spin down deployed pods, use the helm uninstall command - where
<release-name> isthe namespace you assigned when you installed the chart:

helm uninstall <release-name>

You can append the --dry-run flagto verify which releases will be
uninstalled before actually uninstalling them:

helm uninstall <release-name> --dry-run

Known Issues

e Cribl's currentarchitecture supports only TCP ports in Worker Groups'
service > ports configuration. This restriction might be removed in
future versions.

e Theupgrade process from pre-2.4.0 versions creates an initContainer,
which will run prior to any instance of the LogStream pod. Because the
coalescence operation will not overwrite existing data, thisis nota
functional problem. But depending on your persistent-volume setup, the

initContainer 's precedence might cause pod restarts to take additional
time while waiting for the volume claims to release. The only upgrade path
that will have thisissueis 2.3 ->2.4.0. In the next iteration, we'll remove
the initContainer fromthe upgrade path.

e Theupgrade process leaves theold PersistentVolume sand
PersistentVolumeClaim s around. Thisis, unfortunately, necessary for
this upgrade path. In follow-on versions, we will remove these volumes
from the chart.

o See EKS-specificissues on our GitHub repo.
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K8s Worker Deployment

Boot a fully provisioned Worker Group via Helm

This page outlines how to deploy a Cribl LogStream Worker Group to AWS via
Kubernetes, using a Cribl-provided Helm chart.

i Thischartwill deployonlya LogStream Worker Group, which
depends on the presence of a LogStream Leader Node. To deploy
the Leader, see Kubernetes Leader Deployment.

New Capabilities

e Supports LogStream v.3.1.0 (default version).

e Supports the nodeSelector configuration option for managing pod
scheduling.

e Supports using afixed IP address for LoadBalancer sin the created
service, viathe service.loadBalancerIP option. (A fixed IP addressis
not universally supported across K8s implementations; check your
implementation before configuring this option.)

Deployment

As built, Cribl's chart will deploy a simple Worker Group for LogStream,
consisting of a deployment, a service, a horizontal pod autoscaler
configuration, and a secret used for configuration.
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Service Name: logstream-<release=

Type: LoadBalancer

Exposes: 10001/tcp, 9997/tcp, 100801cp, 10081/tcp,
5140/tcp, 8125/tcp, 9200/cp

Audience: External to Cluster

Horizonta :1?: S:;nm-_ gr Secret Name: logstream-config-<release>
Max Replicas: 10 {» * * Itemn: url-<group name=

TargetCPUUtlization: 50

Replicaset Name:<release=

Replicas: 2

Resources: 1250m-2000m cpu, 256MB-1GE memory
Image: cribl/cribl:latest

Deployment schematic

AWS and Kubernetes Prerequisites

This section covers both general and specific prerequisites, with a bias toward
the EKS-oriented approach that Cribl uses for its own deployments.

Set Up AWS CLI
Install the AWS CLI, version 2, following AWS' instructions.

Next, create or modify your ~/.aws/config filetoinclude (atleast) a
[profile] section with the following SSO (single-sign-on) details:

~/.aws/config

[profile <your-profile-name>]

sso_start_url = https://<your-domain>/start#/
sso_region = <your-AWS-SSO-region>
sso_account_id = <your-AWS-SSO-account-ID>
sso_role_name = <your-AWS-role-name>

region = <your-AwWS-deployment-region>

Set Up kubectl

You will, of course, need kubectl setup onyour local machine or VM. Follow
Kubernetes' installation instructions.

Add a Cluster to Your kubeconfig File

You must modify your ~/.kube/config file to instruct kubectl what cluster
(context) to work with.
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1. Run a command of this form:
aws --profile <profile-name> eks update-kubeconfig --name

<cluster-name>

This should return a response like this:
Added new context arn:aws:eks:us-west-
2:424242424247 :cluster/<cluster-name> to

/Users/<username>/.kube/config

2. Intheresulting ~/.kube/config file's args section, as the new first
child, insert the profile argument that you provided to the aws command.
For example:

/.kube/config

args:
- —-profile=<profile-name>
- --region

[...]

3. Also change the command: aws pairto include the full path to the aws
executable.
Thisisusuallyin /usr/local/bin ,in which caseyou'dinsert:

command: /usr/local/bin/aws .
This section of ~/.kube/config should now look something like this:

~/.kube/config

args:
- --profile=<profile-name>
- --region
- us-west-2
- eks
- get-token
- --cluster-name
- lab
command: /usr/local/bin/aws
env:
- name: AWS_PROFILE
value: <profile-name>

With these AWS and Kubernetes prerequisites completed, you're now set up to
run kubectl commands againstyour cluster, as long as you have an active
aws SSO login session.

Next, do the Helm setup.
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Install Helm and Cribl Repo
1. You'll need Helm (preferably v.3.x) installed. Follow the instructions here.

2. Add Cribl's repo to Helm, using this command:
helm repo add cribl https://criblio.github.io/helm-charts/

3. Display the default values available to configure Cribl's logstream-
workergroup chart:

helm show values cribl/logstream-workergroup

Configure the Chart's Values

You'll want to override some of the values you've just displayed. The easiest
way is to copy this chart's default values.yaml file fromourrepo.save it
locally, modify it, and install it in Helm:

1. Copy the raw contents of:
https://github.com/criblio/helm-charts/blob/master/helm-chart-
sources/logstream-workergroup/values.yaml

2. Save this as a local file, e.g.: /foo/values.yaml
3. Modify values as necessary (see Values to Override below).

4. Install your updated values to Helm, using this command:
helm install -f /foo/values.yaml

Values to Override

This section covers the most likely values to override. To see the full scope of

values available, run: helm show values cribl/logstream-workergroup .

i Fromversion 3.0 onward, LogStream's former "master" application
components are renamed "leader."

Key Type Default Value Description

config.group String criblleader Tag/group to
include in the
URL (includec
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config.tag

config.token

config.host

config.

rejectSelfSignedCerts

service.type

service.loadBalancerIP

[Deprecated]

String

String

Number

String

IP address
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[Deprecated]

criblleader

logstream-

leader

LoadBalancer

[No default]

as both a groi
value and a t:
value).

The tag/grou
toincludeini
URL. (This
option is
deprecated, t
is still
supported fo
backward
compatibility

The
authenticatio
token for you
LogStream
Leader.

The resolvabl
hostname of
your LogStre:
Leader.

Oneof: 0 -
allow self-
signed certs, (
1 -deny sel
signed certs.

The type of
service to cre
for the
workergroup.

If
service.typ
is set to
LoadBalance
specifies the |
address to us
for the load-
balancer serv
interface. Beft
configuring,
check whethe
your K8s
implementat!



service.ports

service.annotations

Array of
Maps

Object

Page 98 of 1051

name: tcpjson

port: 10001
protocol: TCP
name: s2s
port: 9997
protocol: TCP
name: http
port: 10080

protocol: TCP
name: https
port: 10081
protocol: TCP
name: syslog
port: 5140
protocol: TCP
name: metrics
port: 8125
protocol: TCP
name: elastic
port: 9200
protocol: TCP

[No default]

supports fixe
IP addresses.

The ports to
make availab
both in the
deployment
and in the
service. Each
"map" in this
list needs the
following
values set:

name
A
descriptive
name,
identifying
what the
portis
being used
for.

port
The
container
port to
make
available.

protocol
The
protocol in
use for this
port (UDP
or TCP).

Annotations 1
the the servic
component -
this is where
you'll want tc
put load-
balancer-
specific
configuration
directives.



criblImage.tag

autoscaling.minReplicas

autoscaling.maxReplicas

autoscaling.target

CPUUtilizationPercentage

rbac.create

rbac.resources

String

Number

Number

Number

Boolean

List
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3.1.0

10

50

false

["pods"]

The containe
image tag to
pull from. Cril
will incremen
this tag per
LogStream
version. By
default, this v
use aversion
equivalent to
the chart's
appVersion
value. You cal
override this
with latest
get the latest
LogStream
version, or wi
a specific
LogStream
version numtk
suchas 3.0.

The minimun
number of
LogStream
pods to run.

The maximur
number of
LogStream
pods to scale
up to.

The CPU
utilization
percentage tt
triggers scalir
action.

Enable
Service Accou
Cluster Role,
and

Role Binding
creation.

Set the resou



rbac.verbs

nodeSelector

Extra Configuration Options

List

Object

["get"’
Illist"]

[No default]

boundary for
the role being
created (K8s
resources).

Set the API
verbs allowec
therole
(default: rea

ops ).

Add
nodeSelectao
values to defi
the nodes on
which pods a
scheduled. Fc
details and
allowed valu
see K8s'
Assigning Poc
to Nodes topi

The links here point to configuration details on our GitHub repo.

Key

extraVolumeMounts

extraSecretMounts

extraConfigmapMounts

extralnitContainers

Type

Object

Array

Object

Object

Default
Value

[No default]

[No default]

[No default]

[No default]
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Description

Additional volumes
to mountin the
container.

Pre-existing Secrets
to mount within the
container.

Pre-existing
ConfigMaps to
mount within the

container.

Additional
containers to run
ahead of the
primary container in
the pod.



securityContext.runAsUser Number 0 User ID to run the
container processes
under.

Group ID to run the
securityContext.runAsGroup Number 0 container processes
under.

Environment

. variables to be
envValueFrom Object [No default]
exposed from the

Downward API.

Additional static
env Array [No default] environment
variables.

One of:

deployment to

deploy as a
deployment String deployment Deployment Set; or

daemonset to

deploy as a

DaemonSet.

Additional RBAC
rbac.extraRules Object [No default] rules to putin
place.

Match Versions

Cribl recommends that you use the same LogStream version on Leader Nodes
versus Worker Group Nodes. So, if you're not yet upgrading your Leader to the
version in the current values.yaml > criblImage.tag ,be sureto override
that criblImage.tag value to match the version you're runningon the
Leader.

Install the Chart

With the above prerequisites and configuration completed, you're ready to
install our chart to deploy a LogStream Worker Group. Here are some example
commands:

e Toinstall the chart with the release name logstream-wg :

helm install logstream-wg cribl/logstream-workergroup
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e Toinstall the chartusingthe LogStream Leader

logstream.lab.cribl.io:

helm install logstream-wg cribl/logstream-workergroup --set

config.host="logstream.lab.cribl.io

e Toinstall the chartusingthe LogStream Leadermast
logstream.lab.cribl.io inthe namespace cribl-helm:

helm install logstream-wg cribl/logstream-workergroup --set

config.host="'logstream.lab.cribl.io' -n cribl-helm

Upgrading

You upgrade using the helm upgrade command. Butit's importantto ensure
that your Helm repository cache is up to date, so firstissue this command:

helm repo update

After this step, invoke:

helm upgrade <release> -n <namespace> cribl/logstream-workergroup

For the example above, where the release is logstream-wg and is installed in
the cribl-helm namespace, the command would be:

helm upgrade logstream-wg -n cribl-helm cribl/logstream-workergroup

This Helm chart's upgrade is idempotent, so you can use the upgrade
mechanism to upgrade the chart, but you can also use it to change its
configuration (as outlined in Change the Configuration).

Optional: Kubernetes APl Access

Versions 2.4.0+ include access mechanisms for Worker Groups to access the
Kubernetes API. The values.yaml file provides three relevant options:

e rbac.create - Enablesthe creation of a Service Account, Cluster Role,
and Role Binding (which binds the first two together) for the release.

e rbac.resources - Specifies the Kubernetes APl resources that will be
available to the release.
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e rbac.verbs - Specifies the APl verbs that will be available to the release.

e rbac.extraRules - Additionalrulesets forthe clusterrole.

For more information on the verbs and resources available, see Kubernetes'
Using RBAC Authorization documentation.

Change the Configuration

Onceyou've installed a release, you can getits values.yaml file by usingthe
helm get values command. For example, assuming a release name of
logstream-wg , you could use this command:

helm get values logstream-wg -o yaml > values.yaml

This will retrieve a local values.yaml file containingthe valuesin the running
release, including any values that you overrode when you installed the release.

You can now make changes to this local values.yaml file,and then use the
helm upgrade operationto "upgrade" the release with the new
configuration.

For example, assume you wanted to add an additional TCP-based syslog port,
listening on port5141, to the existing logstream-wg release. In the
values.yaml file's service > ports section,you'd add the three key-value
pairs shown below:

values.yaml (excerpt)

service:

[...]

ports:
[...]

- name: syslog
port: 5141
protocol: TCP

Thenyou'd run:

helm upgrade logstream-wg cribl/logstream-workergroup -f

values.yaml

Remember, if you installed in a namespace, you need to include the -n
<namespace> optiontoany helm command. You'll still have to create the
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source in your LogStream Leader, and commit and deploy it to your
Worker Group.

Using Persistent Storage for Persistent Queueing

The extraVolumeMounts option makes it feasible to use persistent volumes
for LogStream persistent queueing. However, Cribl does not recommend this
combination - there is variability in persistent-storage implementations, and
this variability can lead to problems in scaling Worker Groups. However, if you
choose to implement persistent volumes for queueing, please consider these

suggestions:

1. Use a shared-storage-volume mechanism. We've worked with the EFS CSI
driver for AWS, and it works fairly well (although it can be tedious to
configure).

2. Understand your Kubernetes networking topology, and how that topology
interacts with your persistent-storage driver. (For example, if you're on
AWS, ensure that your volumes are available in all Availability Zones that

your nodes mightrunin.)

3. Monitor the Worker Group pods for volume issues. The faster you can see
such issues and react, the more likely that you'll be able to resolve thema.

Uninstall the Infrastructure

To spin down deployed pods, use the helm uninstall command - where
<release-name> isthe namespace you assigned when you installed the chart:

helm uninstall <release-name>

You can append the --dry-run flagto verify which releases will be
uninstalled before actually uninstalling them:

helm uninstall <release-name> --dry-run

Notes on This Example

o Ifyouinstalled in a namespace, you'll need to include the -n

<namespace> optioninany helm command.
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e Intheabove syslog example, you'd still need to configure a corresponding
syslog Source in your LogStream Leader, and then commit and deployitto
your Worker Group(s).

Known Issues

e Thechartcurrently supports only TCP portsin service > ports for
Worker Groups. This limitation might be removed in future versions.

o See EKS-specificissues on our GitHub repo.
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(Deprecated:) K8s Master Deployment

Boot a fully provisioned Leader Node via Helm

A Asof LogStream version 3.0.2, this chartis deprecated. Please
instead see the successor K8s Leader Deployment documentation,
which includes instructions for migrating an existing

logstream-master charttothenew logstream-leader

configuration.

This document preserves legacy naming, in order to match the
legacy chart's configuration.

This page outlines how to deploy a Cribl LogStream Leader Node (or single
instance) to AWS via Kubernetes, using a Cribl-provided Helm chart.

Deployment

As built, Cribl's chart will deploy a Master Server for LogStream, consisting of a
deployment, two services, and a number of persistent volumes.

Service Name: logstream-master-internal Service Name: logstream-master
Type: LoadBalancer Type: LoadBalancer
Exposes: 4200/tcp & 9000/tcp Exposes:9000/tcp

Audience: within cluster \/ Audience: external to cluster

i Name: t
Replicas: 1
resources: 500m-2000m cpu, 1GB-2GB memory

image: cribl/cribl:latest

L)

L)

1
volume: initial-config volume: local-storage volume: data-storage volume: state-storage
mount: var/tmp/config_bits mount: /opt/cribl/local mount: /opt/cribl/data mount: /opt/cribl/state
secret: logstream-master-config-<release> claim: local-claim claim: data-claim claim: state-claim claim: groups-claim
nodes: licenses.yml, users.json, groups.yml, storage-class: default storage-class: default storage-class: default storage-class: default
mappings.yml size: 4GB size: 4GB size: 4GB size: 4GB

Deployment schematic

volume: groups-storage
mount: /opt/cribl/igroups

Note that this chart creates two load-balanced services:
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e The main one (named after the Helm release), which is intended as the
primary service interface for users.

e The"internal" one (named <helm-release>-internal ), whichis
intended for the worker-group-to-master communication.

[] Bydefault, this chartinstalls only a LogStream Leader Node. To also
deploy LogStream Worker Groups via Helm, you can use the Set Up
Worker Groups/Mappings override described below.

You can also use Cribl's separate logstream-workergroup chart. For
details, see Kubernetes Deployment: Worker Group in this
documentation.

AWS and Kubernetes Prerequisites

This section covers both general and specific prerequisites, with a bias toward
the EKS-oriented approach that Cribl uses for its own deployments.

Set Up AWS CLI
Install the AWS CLI, version 2, following AWS' instructions.

Next, create or modify your ~/.aws/config filetoinclude (atleast) a
[profile] section with the following SSO (single-sign-on) details:

~/.aws/config

[profile <your-profile-name>]

sso_start_url = https://<your-domain>/start#/
sso_region = <your-AWS-SSO-region>
sso_account_id = <your-AwWS-SSO-account-ID>
sso_role_name = <your-AWS-role-name>

region = <your-AWS-deployment-region>

Set Up kubectl

You will, of course, need kubectl setup on your local machine or VM. Follow
Kubernetes' installation instructions.

Add a Cluster to Your kubeconfig File
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You must modify your ~/.kube/config file to instruct kubectl what cluster
(context) to work with.

1. Run a command of this form:
aws --profile <profile-name> eks update-kubeconfig --name

<cluster-name>

This should return a response like this:
Added new context arn:aws:eks:us-west-
2:424242424247 :cluster/<cluster-name> to

/Users/<username>/.kube/config

2. Intheresulting ~/.kube/config file's args section, as the new first
child, insert the profile argument that you provided to the aws command.
For example:

~/.kube/config

args:
- —-profile=<profile-name>
- --region

[...]

3. Also change the command: aws pairto include the full path to the aws
executable.
Thisisusuallyin /usr/local/bin ,in which caseyou'dinsert: command:
/usr/local/bin/aws .

This section of ~/.kube/config should nowlook something like this:

~/.kube/config

args:
- --profile=<profile-name>
- --region
- us-west-2
- eks
- get-token
- --cluster-name
- lab
command: /usr/local/bin/aws
env:
- name: AWS_PROFILE
value: <profile-name>

With these AWS and Kubernetes prerequisites completed, you're now set up to
run kubectl commands againstyour cluster, as long as you have an active
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aws SSO login session.

Next, do the Helm setup.

Install Helm and Cribl Repo
1. You'll need Helm (preferably v.3.x) installed. Follow the instructions here.

2. Add Cribl's repo to Helm, using this command:
helm repo add cribl https://criblio.github.io/helm-charts/

Persistent Storage

The chartrequires persistent storage. It will use your default StorageClass, or
(if you prefer) you can override config.scName with the name of a specific
StorageClass to use.

Cribl has tested this chart primarily using AWS EBS storage, via the CSI EBS
driver. The volumes are created as ReadWriteOnce claims. For details about
storage classes, see Kubernetes' Storage Classes documentation.

AWS-Specific Notes

If you're running on EKS, Cribl highly recommends that you use
Availability Zone-specific node groups. For details, see eksctl.io's Autoscaling
documentation.

/A Do notallowasingle node group to spans AZs. This can lead to
trouble in mounting volumes, because EBS volumes are AZ-specific.

See other EKS-Specific Issues on our GitHub repo.

Configure the Chart's Values

You'll want to override some of the chart's default values. The easiest way is to
copy this chart's default values.yaml file fromourrepo. save it locally,
modify it, and install it in Helm:
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1. Copy the raw contents of:
https://github.com/criblio/helm-charts/blob/master/helm-chart-
sources/logstream-master/values.yaml

2. Save this as a local file, e.g.: /bar/values.yaml
3. Modify values as necessary (see Values to Override below).

4. Install your updated values to Helm, using this command:
helm install -f /bar/values.yaml

Values to Override

This section covers the most likely values to override. To see the full scope of

values available, run: helm show values cribl/logstream-master

Key Type Default Value Description

The password y«
config.adminPassword String [No default] want to assign t«
the admin user.

The auth key yo
want to set up fc
Worker access. li
you set this valu
the LogStream
instance will be
configured only
a Leader server
adistributed
deployment. (Yo

config.token String [No default]

can also configu
this later via the
LogStream Ul, af
launching the

instance in singli
instance mode.)

config.license String [No default] The license fory
LogStream
instance. If you ¢
not set this, it wi
default to the Fr
license. You can
change thisin th
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config.groups

config.scName

config.

rejectSelfSignedCerts

config.healthPort

config.healthScheme

service.internalType

StorageClass name>

List [No default]
) <default

String

Number 0

Number 9000

String HTTP

ClusterlP
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[No default]

LogStream Ul as
well.

Array of

Worker Group
names to config
for the Leader
instance. This wi
create a mappin
for each Group,
which looks for 1
tag <groupname
and will create t!
basic structure ¢
each Group's
configuration.

The StorageClas
name for all of t!
persistent volun

Either o (allow
self-signed
certificates) or
1 (deny self-
signed certs).

The port to use:
health checks
(readiness/live).

The schemeto L
for health check
Supports HTTP
HTTPS .

The type to use
the <release>-
master-interna
service. In 2.4.5+
thisis set to
ClusterIP by
default. If you h:
any Worker Grot
outside of the
Kubernetes clus
where the Leade
lives, you'll neec
change this to



service.externalType

service.ports

Load

[No default]
Balancer
Array of - name: api
Maps port: 9000

protocol: TCP
external: true

- name: mastercomm
port: 4200
protocol: TCP
external: false
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NodePort or
LoadBalancer °
expose it outside
the cluster.

The type to use
the user-facing
<release>-
master service.
If ingress.enak
is set, this will be
force-set to
NodePort ,tow
with the ingress.

The ports to ma
available, both il
the deployment
and in the servic
Each "map"in tt
list needs the
following values
set:

name
A descriptive
name,
identifying
what the port
is being used
for.

port
The container
port to be
made
available.

protocol
The protocol
in use for this
port (UDP or
TCP).

external
Setto true
to expose th
port on the
external



service, or
false to not
expose it.

Annotations for
the service
component - th
) ) . where you'll wali
service.annotations String [No default]
to put load-
balancer-specifi
configuration

directives.

The container
image tag to pul
from. Cribl will
increment this t:
per LogStream
version. By defal
this will use a
version equivale

criblImage.tag String latest to the chart’s
appVersion val
You can override
this with latest
to get the latest
LogStream versi
or with a specific
LogStream versi
number (like
"2.3.3").

If this value exist
and the helm
command is
upgrade , thisw
use the split
consolidate_volumes boolean [No default] volumes' thatwe
created in charts
before 2.4 and
consolidate ther
down to one cor
volume. Thisis ¢

one-time event.

Extra Configuration Options
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The links here point to configuration details on our GitHub repo.

Key

extraVolumeMounts

extraSecretMounts

extraConfigmapMounts

extralnitContainers

securityContext.runAsUser

securityContext.runAsGroup

envValueFrom

env

ingress.enable

ingress.annotations

Type

Object

Array

Object

Object

Number

Number

Object

Array

boolean

Object

Default
Value

[No
default]

[No
default]

[No
default]

[No
default]

[No
default]

[No
default]

false

[No
default]
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Description

Additional volumes to
mount in the container.

Pre-existing Secrets to
mount within the
container.

Pre-existing ConfigMaps
to mount within the
container.

Additional containers to
run ahead of the primary
container in the pod.

User ID to run the
container processes
under.

Group ID to run the
container processes
under.

Environment variables to
be exposed from the
Downward API.

Additional static
environment variables.

Enable Ingress in front of
the external service.
Setting this to true
changes the external
service to type

NodePort ,and creates
an ingress that connects
to it.

If ingress.enable isset
to true,thisis where
annotations to configure
the specific ingress
controller. (NOTE: Ingress
is supported only on



Kubernetes 1.19 and later
clusters).

Match Versions

Cribl recommends that you use the same LogStream version on Worker Nodes
versus the Leader Node. So if, for any reason, you're not yet upgrading your
Workers to the version in the Leader's default values.yaml >

criblImage.tag ,besureto overridethat criblImage.tag value to match
the version you're running on all Workers.

EKS-Specific Values

If you're deploying to EKS, many annotations are available for the load
balancer. Set these as values for the service.annotations key.Internally, we
typically use the annotations for logging to S3, like this:

values.yaml [excerpt]

service.beta.kubernetes.io/aws-load-balancer-access-log-enabled: "true"
service.beta.kubernetes.io/aws-load-balancer-access-log-emit-interval:
service.beta.kubernetes.io/aws-load-balancer-access-log-s3-bucket-name
service.beta.kubernetes.io/aws-load-balancer-access-log-s3-bucket-pref

For an exhaustive list of annotations you can use with AWS's Elastic Load
Balancers, see the Kubernetes Service documentation.

/A More options are coming here!

Basic Chart Installation

With the above prerequisites and configuration completed, you're ready to
install our chartto deploy a LogStream Leader Node. Here are some example

commands:

e Toinstall the chart with the release name logstream-master :

helm install logstream-master cribl/logstream-master

e Toinstall the chartusing the storage class ebs-sc :
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helm install logstream-master cribl/logstream-master --set

config.scName="'lebs-sc

Post-Install/Post-Upgrade

LogStream will not automatically deploy changes to the Worker Nodes. You'll
need to commitand deploy changes to all of your Worker Groups.

Change the Configuration

If you don't override its default values, this Helm chart effectively creates a
single-instance deployment of LogStream, using the standard container image.
You can later configure distributed mode, licensing, user passwords, etc., all
from the LogStream Ul. However, you also have the option to change these
configuration details upfront, by installing with value overrides. Here are some
common examples.

Apply a License

If you have a Standard or Enterprise license, you can use the config.license
parameter to add itas an override to your install:

helm install logstream-master cribl/logstream-master --set

config.license="<long encoded license string redacted>"

Run Distributed on a Free License

If you do not specify a license with config.license ,and you wantto run
distributed, you'll need to go to LogStream's global & Settings (lower left) >
Licensing Ul page and accept the Free license. (The Free license allows one
Worker Group.)

If your Helm configuration includes the config.groups option, the
LogStream Leader Node will be configured as a distributed Leader. If you omit
that option, it will be configured as a single instance. (You can later use
LogStream's global ¥ Settings (lower left) > Distributed page to select Mode:

Leader .)

Set the Admin Password
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Normally, when you firstinstall LogStream and log into the Ul, it prompts you
to change the default admin password. You can skip the password-change
challenge by setting your admin password via the config.adminPassword
parameter:

helm install logstream-master cribl/logstream-master --set

config.adminPassword="<new password>"

Set Up Worker Groups/Mappings

As mentioned above, the chart's defaultis to install a vanilla deployment of
LogStream. If you are deploying as a Leader, you can use the config.groups
parameter to define the Worker Groups you want created and mapped. Each
group in the list you provide will be created as a Worker Group, with a Mapping
Rule to seek a tag with that Worker Group's nameiinit:

helm install logstream-master cribl/logstream-master --set

config.groups={groupl,group2,group3}

The example above will create three Worker Groups - groupl, group2 ,and
group3 -and a MappingRule for each.

Persistent Volumes

LogStream 2.4.0 and above supportthe $CRIBL_VOLUME_DIR environment
variable. This variable simplifies the chart's persistent-storage requirement, by
specifying a path where LogStream should store the persistent data.

Instead of maintaining multiple volumes (one each for $CRIBL_HOME/{.git,
data, state, local, groups, log} ), you can persistdata usinga single
volume. $CRIBL_VOLUME_DIR instructs LogStream where to place these
persistent directories, by overriding $CRIBL_HOME .

Using Persistent Volumes

To use this feature, pass the $CRIBL_VOLUME_DIR variable to your container's
environment. Make sure it points to the same value as the volume's mount
point.

To startout simple, here is a minimal working example using Docker:

[Docker CLI example]
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docker volume create example-volume
docker run -e CRIBL_VOLUME_DIR=/mount/point -v example-volume:/mount/point

For Kubernetes, as shown in the example below, you’ll need to create:

e Apersistentvolume claim.

An environment variable definition.

A volume mount definition.

A volume definition.

[Helm manifest excerpt]

apiVersion: vi1
kind: PersistentVolumeClaim
metadata:
name: config-claim
spec:
accessModes:
- ReadwriteOnce
resources:
requests:
storage: 20Gi

apiVersion: apps/vil
kind: Deployment

metadata:
name: logstream-master
spec:
replicas: 1
template:
spec:
containers:

- name: cribl-master
image: cribl/cribl
env:
- name: CRIBL_VOLUME_DIR
value: /mount/point
volumeMounts:
- name: example-volume
mountPath: /mount/point
volumes:
- name: config-storage
persistentVolumeClaim:
claimName: config-claim

Notes on Persistent Volumes
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e Seeyour Kubernetes service's documentation for appropriate details on
setting up persistent storage and default storage classes.

e Ifyouuse $CRIBL_VOLUME_DIR ,you mustsetiton the Leader Node or
single instance.

e Alsoset $CRIBL_VOLUME_DIR on Worker Nodes if you are using Persistent
Queue on any Destination. Doing so will retain data if the container is shut
down while data is still queued.

e Setting this variable for existing instances will leave existing data intactin
the original directories. (Note that data loss is still possible if you don't
persist the data by other means.)

e For more usage details, see the CLI Reference.

Upgrading Pre-2.4.0 Versions to Use Persistent Volumes

To enable a persistent volume using the $CRIBL_VOLUME_DIR environment
variable, you'll need to upgrade any pre-2.4.0 version of LogStream. In the
Helm chart, we handle this viathe helm upgrade command.

If you are upgrading from a pre-2.4 version of the chart, you'll want to set the
consolidate_volumes value, which will create a new, larger volume, and

consolidate the data from the original volumes into that volume. An
initContainer handles the logistics. When this process completes, the
logstream-master pod will come back up with a single consolidated volume.

[1 Back Up Your Data First

While we've tested this upgrade repeatedly, differences in
environments can always cause problems. Therefore, we
recommend that you back up your data before running the upgrade
command. This is best done with a combination of kubectl and

tar :

kubectl exec <pod name> -n <namespace> -- bash -c "cd /opt/cribl

This command executes the tar -based backup of all four volumes,
and outputsitto alocal .tar file( cribl_backup.tar ).

Running the Upgrade
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Helm makes upgrades easy. You simply need to run helm repo update to
ensure you have the latest repo updates available, followed by helm upgrade
to actually upgrade the containers.

For example, if you've installed the Helm charts in the logstream namespace,
named your release 1s-master ,and setup your Helm repo according to the
prerequisites section above (i.e., named it cribl ), run the following:

helm repo update
helm upgrade 1ls-master --set consolidate_volumes=true -n logstream cribl/1

Upgrade Order of Operations

While there should be no major problems running a 2.4.0 master and 2.3.4
workers, Cribl does not recommend this. Instead, upgrade the master Helm
chartto 2.4.0 first, and then upgrade the workers. (For details, see Kubernetes
Worker Deployment.)

Idempotency of Upgrade

The upgrade operation performs a potentially destructive action in coalescing
the 4 volumes to a single volume. But that operation proceeds only if the single
volume has no data on it. Once the upgrade is performed the first time, any
further upgrade operations will effectively skip that coalescence operation,
without causing any additional issues.

Recovering from a Failed Upgrade

If the upgrade fails, the suggested recovery path is to remov the Helm chart,
reinstall it, and then run this command to restore the data from the backup:

cat cribl_backup.tar| kubectl -n <namespace> exec --stdin <pod name> -- ba

This will restore the data into the "new" volume (which is mounted as
/opt/cribl/config-volume ). If you wantto double-check that:

kubectl -n <namespace> exec <pod name> -- bash -c "1ls -alR /opt/cribl/conf

Preloading Configuration
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The extraConfigmapMounts and extraSecretMounts optionsenableyou to
preload configuration files into the master chart, via ConfigMaps and Secrets
that you've created in your Kubernetes environment. However, because
ConfigMaps and Secret mounts are read-only, you can't simply mount them
into the configuration tree.

Therefore, you must mount them to a location outside of the /opt/cribl
tree, and then copy the files into the tree at startup. This copying can be
accomplished using environment variables, as we'll see below.

i Both ConfigMaps and Secret mounts can be made writable, but the
K8s documentation recommends against this.

Configuration Locations

The chart creates a single configuration volume claim, config-storage,
which gets mounted as /opt/cribl/config-volume . All Worker Group
configuration lives under the groups/ subdirectory. If you have a worker
group named datacenter_a , its configuration will live in

/opt/cribl/config-volume/groups/datacenter_a . See Configuration Files
section for details on file locations.

Using Environment Variables to Copy Files

The cribl container's entrypoint.sh file looks for up to 30 environment
variables assumed to be shell-script snippets to execute before LogStream
startup ( CRIBL_BEFORE_START_CMD_[1-30] ). Italso looks for up to 30
environmentvariables to execute after LogStream startup

( CRIBL_AFTER_START_CMD_[1-3017 ).

Thevariables in each set need to be in order, and cannot skip a number. (The
entrypoint.sh scriptbreaks the loop thefirsttime it doesn'tfind an env var,
so if you have CRIBL_BEFORE_START_CMD_1 skippingto
CRIBL_BEFORE_START_CMD_3 ,then CRIBL_BEFORE_START_CMD_3 will notbe
executed.)

The chartuses this capability to inject the license and to set up groups. We'll
use this same capability to copy our config files into place. So if you've
provided the config.license and config.groups variables (occupyingthe
first two slots), you'll need to start with CRIBL_BEFORE_START_CMD_3 . In the
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examples below, we'll start with CRIBL_BEFORE_START_CMD_3 , assuming that
a config.license and config.groups have been set.

Figuring Out Which Variable to Use

The easiest way to figure out which environment variable you need to use is to
deploy the chart with all the options you plan to use (i.e., to use the helm
install command with options thatyou plan to use for your deployment).
Then check the pod definition for CRIBL_* environmentvariables. For
example, if you used the following install command:

% helm install 1lsms -f ../master-values.yaml -n logstream-ht cribl/logstre

You can now get the pod's name:

% kubectl get pods -n logstream-ht
NAME READY STATUS RESTARTS
lsms-master-659bfccdd6-xsz67 1/1 Running 0

And then you can use kubectl describe to getthe relevantenvironment
variables:

% kubectl describe pod/lsms-master-659bfccdd6-xsz67 -n logstream-ht | eg

CRIBL_BEFORE_START_CMD_1: if [ ! -e $CRIBL_VOLUME_DIR/local/cribl/lic
CRIBL_BEFORE_START_CMD_2: if [ ! -e $CRIBL_VOLUME_DIR/local/cribl/map
CRIBL_AFTER_START_CMD_1: [ | -f $CRIBL_VOLUME_DIR/users_imported ] &

From that, you can tell that we already have a CRIBL_BEFORE_START_CMD_1
and CRIBL_BEFORE_START_CMD_2 ,so our nextlogical variable should be
CRIBL_BEFORE_START_CMD_3 .

Preloading Scenario

Here's a preload scenario thatincludes a sample ConfigMap,
extraConfigmapMounts ,copy command, and copy-once flag.

The ConfigMap

Let's say we want to preconfigure a collector job in the group1l Worker Group.
The job will be called InfrastructurelLogs ,and itwill read ELBlogs from an
S3 bucket. First,we'llneed a jobs.yml file, like this:
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Infrastructurelogs:
type: collection
ttl: 4h
removeFields: []
resumeOnBoot: false
schedule: {}
collector:
conf:
signatureVersion: v&
enableAssumeRole: true
recurse: true
maxBatchSize: 10
bucket: <my infrastructure logs bucket>
path: /ELB/AWSLogs/${aws_acct_id}/elasticloadbalancing/${aws_region}
region: us-west-2
assumeRoleArn: arn:aws:iam::<accountid>:role/LogReadAssume
destructive: false
type: s3
input:
type: collection
staleChannelFlushMs: 10000
sendToRoutes: false
preprocess:
disabled: true
throttleRatePerSec: "0"
breakerRulesets:
- AWS Ruleset
pipeline: devnull
output: devnull

We'll need this loaded into a ConfigMap object, so we'd run kubectl to create a
ConfigMap from the directory where our jobs.yml file resides:

kubectl create configmap job-config --from-file <containing

directory> -n <deployment namespace>

Soif thatfileisin adirectorycalled ./config-dir ,and we're deployingthe
master chartinto the logstream namespace, we'd create it like this:

kubectl create configmap job-config --from-file ./config-dir -n
logstream
extraConfigmapMounts Config

Inour values.yaml file, we need to specify the ConfigMap and where to
mountit:

extraConfigmapMounts:
- name: job-config
configMap: job-config
mountPath: /var/tmp/job-config
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This example will mount the files in the ConfigMap into the pod's
/var/tmp/job-config directory.

Copying the Config Files

You could simply define, in the values.yaml file (orvia --set ):

env:
CRIBL_BEFORE_START_CMD_3: "cp /var/tmp/job-config /opt/cribl/config-volu

However, there are two potential problems with that:

1. Thereis no guarantee that the destination directory tree will be there. (The
firsttime a pod spins up, itwon't be.)

2. If the pod has crashed and spun up anew, blindly copying will overwrite
any changes previously made. This is rarely desirable behavior.

File Copying Pattern

Since we might want to copy multiple configuration files in one shot, it makes
sense to use some sort of "flag file" to ensure that we copy the files only once.
The script snippetto copythe jobs.yaml file looks like this, formatted for
readability:

FLAG_FILE=/opt/cribl/config-volume/job-flag

if [ ! -e $FLAG_FILE 1; then
mkdir -p /opt/cribl/config-volume/groups/groupl/local/cribl # ensure the
cp /var/tmp/job-config/jobs.yml /opt/cribl/config-volume/groups/groupl/1l
touch $FLAG_FILE

fi

This looks to see if the file /opt/cribl/config-volume/job-flag exists,and
ifitdoesn't, creates the directory tree, copies the config file(s), and then
creates the job flag file. However, we need to format it a little differently to
easilyencompassitin the env variable:

env:
CRIBL_BEFORE_START_CMD_3: "FLAG_FILE=/opt/cribl/config-volume/job-flag;

Onceyourun helm install with thisinthe values.yaml file,you cando
kubectl exec on the pod to execute a shell:

kubectl exec -it <pod name> -- bash
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...and then look at /opt/cribl/config-
volume/groups/groupl/local/cribl/jobs.yml to verifythatitisin place.

Uninstall the Infrastructure

To spin down deployed pods, use the helm uninstall command - where
<release-name> isthe namespace you assigned when you installed the chart:

helm uninstall <release-name>

You can append the --dry-run flagto verify which releases will be
uninstalled before actually uninstalling them:

helm uninstall <release-name> --dry-run

Known Issues

e Cribl's currentarchitecture supports only TCP ports in Worker Groups'
service > ports configuration. This restriction might be removed in
future versions.

e Theupgrade process from pre-2.4.0 versions creates an initContainer
which will run prior to any instance of the LogStream pod. Because the
coalescence operation will not overwrite existing data, thisis nota
functional problem. But depending on your persistent-volume setup, the

initContainer 's precedence might cause pod restarts to take additional
time while waiting for the volume claims to release. The only upgrade path
that will have thisissueis 2.3 ->2.4.0. In the next iteration, we'll remove
the initContainer fromthe upgrade path.

e Theupgrade process leaves theold PersistentVolume sand
PersistentVolumeClaim s around. Thisis, unfortunately, necessary for
this upgrade path. In follow-on versions, we will remove these volumes
from the chart.

e See EKS-specificissues on our GitHub repo.
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Docker Deployment

Use this docker-compose.yml tostand up alLogStream distributed
deployment:

docker-compose.yml

version: '3.5'
services:
master:
image: ${CRIBL_IMAGE:-cribl/cribl:latest}
environment:
- CRIBL_DIST_MODE=master
- CRIBL_DIST_MASTER_URL=tcp://criblmastera0.0.0.0:4200
- CRIBL_VOLUME_DIR=/opt/cribl/config-volume
ports:
- "19000:9000"
volumes:
- "~/cribl-config:/opt/cribl/config-volume"
workers:
image: ${CRIBL_IMAGE:-cribl/cribl:latest}
depends_on:
- master
environment:
- CRIBL_DIST_MODE=worker
- CRIBL_DIST_MASTER_URL=tcp://criblmasteramaster:4200
ports:
- 9000

This uses alocal directory, ~/cribl-config , asthe configuration store for
LogStream. This directory must exist before you run the docker-compose
command.

If you prefer to use ephemeral storage, simply delete line 8 (the
CRIBL_VOLUME_DIR definition) and lines 11-12 (the volumes configuration)
before runningthe docker-compose command.

To deploy a Leader Node, plus (e.g.) two Workers already configured and wired
up to the Leader, use this command:

docker-compose up -d --scale workers=2
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To deploy a different number of Workers, just change the workers=2 value. By
default, the above command pulls the freshest stable image (tagged
cribl/cribl:1latest ) from Cribl's Docker Hub. It defaults to the following
URLs and ports:

e Leader URL: http://localhost:19000

e Worker URLs: http://localhost: <automatically-assigned-host-ports>

The automatic assignment of available host ports to the Workers prevents port
collisions. These host ports will forward to the Docker container, which will
expose them on port 9000.

If your Leader is crashing with two Workers, make sure you are allocating
enough memory to Docker.
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Cribl.Cloud Deployment

As an alternative to downloading and deploying the LogStream binary to a
physical or virtual machine, you can register a hosted LogStream instance on
our Cribl.Cloud portal. This launches a SaaS version of LogStream.

About LogStream (and This Page)

If you're new to LogStream, please see our Basic Concepts page and Getting
Started Guide for orientation. The current page focuses on a Cloud
deployment's differences from other deployment options - referred to below
as "LogStream binaries" or "customer-managed deployments."

Why Use Cloud Deployment?

LogStream Cloud is designed to simplify deployment, and to provide certain
advantages over using your own infrastructure, in exchange for some current
restrictions.

LogStream Cloud Advantages

e Tap LogStream’s power, with no responsibility to install or manage
software. LogStream Cloud is fully hosted and managed by Cribl. so you
can launch a configured instance within minutes.

e Continuous delivery of upgrades and new features.

e Free,up to 1 TB/day of data throughput (data ingress + egress) for all new
accounts through Jan. 1, 2022.

e Quickly expand your LogStream Cloud deployment by purchasing metered
billing. Pay only for what you use.

LogStream Cloud Restrictions
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LogStream Cloud provides (by design) a simplified deploymentand a
simplified user interface.

Welcome, Michael! LogStream Production v3.0.3-0b14af6b
Tenant ID: kindwasshanmibiva
C—) Sources Routes & Pipelines e Destinations
Configure inputs from Sources such as Configure data routing, processing, Configure outputs to Destinations such
Splunk, Syslog, Metrics, Kafka, AWS S3, transformations, cloning, security, etc., as Splunk, Syslog, Metrics, AWS S3,
SNMP Traps and many more. using Routes, Pipelines and Functions. Azure, InfluxDB, Honeycomb and many
more.
Recent actions Recent actions

Recent actions

No actions found No actions found
No actions found

LogStream Cloud's simplified left nav

These are the current differences - detailed below - from the LogStream
binary deployments that are described in the remainder of this
documentation:

e No Worker Groups, and no Worker Mappings controls.

¢ No Filesystem Source, Collector, or Destination. A Cloud deployment has
no local filesystem to read from or write to.

e No Scripts or Script Collector.

e Simplified administration. LogStream Cloud's System Settings exclude
Distributed Settings, Git remote repos, LogStream restarts and upgrades
(which Cribl handles automatically on your behalf), access management
and RBAC Roles (beyond a single, shared admin login), diags uploads,
and license uploads.

e No KMS secrets stores (available in LogStream binaries, v.3.0 and above.)

e TLSis provided on certain Sources for encryption only, with predefined
certificates. LogStream Cloud does not currently supportimporting your
own certificates for TLS mutual authentication.

e Hosted initially on AWS' US West Region, with more options to follow.

Cloud Deployment Quick Start

Ready to take the red pill? This section explains how to register and manage a
LogStream Cloud instance.

Page 129 of 1051



Registering a Cribl.Cloud Portal
To get started:

1. Start at: https://cribl.cloud/signup/
2. Selectthe New User? Free signup option, and register.
3. Follow Cribl's email link to confirm your registration and sign in.

4. Bookmark your Cribl.Cloud portal page, for all that follows.

Exploring the Cribl.Cloud Portal

Now thatyou're here - explore the furniture. The Cribl.Cloud portal's left
sidebar allows you to navigate among the following pages/links:

e Workspaces > LogStream
e Learning
e Software

e Account

Workspaces > LogStream

When you log into the Cribl.Cloud portal, you'll land on this page's Overview
tab. This is where you'll launch your LogStream instance, and where you'll
connectto iton subsequentlogins.

Cribl.Cloud Workspaces > Logstream Request Pricing

Overview Data Sources

= Workspaces ~

LogStream

Location . Concept: LogStream Cloud
https://logstream. sl from Cribl
wevsivssmiiive.cribl.cloud R .
- . Egress Address = Cribl
Q Learning =
Last Updated
4 Software Thu Jul 22 2021 Concept: LogStream Cloud

Version
Latest

Region
US-West-2

Connect to your LogStream

JOIN THE COMMUNITY ¢

Workspaces > LogStream - Overview tab

Overview Tab
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The big Connect to your LogStream button is the main event here - click it to
launch your LogStream instance. However, the surrounding pane displays the
following usefulinformation:

Location: Fully-qualified URL at which you access the associated LogStream
instance.

Egress Address: The instance's current public IP address. This address is
dynamic; Cribl will occasionally update it when we need to rescale core
infrastructure.

Last Updated: Date on which Cribl last pushed an infrastructure change
(notably including changes to the above Egress Address).

Version: Your deployed LogStream version. Latest indicates thatyou'rein
sync with the most-recent downloadable LogStream binary.

Region: The AWS Region where your LogStream instance is running.

Data Sources Tab

The same page's Data Sources tab lists ports, and data ingestion inputs, that
are open and available to use. Return to this tab to copy Ingest Addresses
(endpoints) as needed.

Learning

The Learning page links to everything you need to learn about LogStream, to
goat forth and do great things:

e Sandboxes (free, interactive tutorials on fully hosted integrations).
e Documentation.
e LogStream versions comparison.

e Concept/demo videos.

Software

If you prefer to take the blue pill, this page offers download links for Cribl's
LogStream and AppScope software. You can download either binaries or
Docker containers (hosting Ubuntu 20.04) to install and manage on your own
hardware or virtual machines.

Account
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This link currently offers a Sign Out option. But watch this space - more is
coming.

Managing LogStream Cloud
Once you've registered on the portal, here's how to access LogStream Cloud:

1. Sign in to your Cribl.Cloud portal page.
2. From the Overview tab, select Connect to your LogStream.

3. The LogStream Cloud Ul will open in a new tab or window - ready to goat!

Note the Tenant ID link at the LogStream Cloud home page's upper left, under
the Welcome! message. You can click this link to reopen the Cribl.Cloud portal

page, to access Data Sources configurations. To return to this home page from
anywhere else in LogStream Cloud's Ul, click the LogStream logo in the upper-
left corner.

LogStream Cloud Pricing

Beyond the free tier, an optional paid LogStream Cloud account offers support
from 8am-5pm, plus the ability to expand to 5 TB/day of throughput. In the
Cribl.Cloud portal, select Request Pricing to talk with Cribl about upgrading
your free account.

You'll pay only for what you use - the data you send to LogStream, and the data
sent to external destinations. However, data sent to your AWS S3 storage is

always free.
R Monthly
Data Direction Annual Charge
Charge
Price per GB sent in to LogStream $0.15/GB $0.125/GB
Price per GB sent out to external
$0.15/GB $0.125/GB

destinations

Example Pricing Scenario

Assume that you want to send 1,000 GB/day to LogStream. You reduce that
data by 40% (a standard reduction that we see every day for customers). And
you send the remaining 600 GB to an external destination:

(1,000 GB/day in + 600 GB/day out) x $0.15 (monthly rate per GB) = $240/day
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Note that you can send a copy of all of your data to an S3 location of your
choice, for no added data-egress charge.

Differences from LogStream Binaries

LogStream Cloud differs from a deployed LogStream binary in the following
ways. Keep all these differences in mind as you navigate LogStream's current
Ul, in-app help (including tooltips), and documentation.

Simplified Administration

Compared to a LogStream binary that you deploy on your own infrastructure,
LogStream Cloud's left nav, and particularly its Settings page, are much

simpler.

Settings
System N
Information
Logging A
Levels
Redactions
Security v

Third-Party Credits

API Reference

LogStream Cloud's Settings left nav

Here are the key options streamlined out of the Cloud version.

Simplified Distributed Architecture

The Settings > Worker Processes and Settings > Distributed Settings links are
omitted, and the left nav contains no Worker Groups or Mappings links.
LogStream Cloud is configured like a distributed deployment with a single
Worker Group. All Workers will share the same configuration.
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Git Preconfigured

The Settings > Distributed Settings > Git Settings section is omitted. A local
git clientis preconfigured in your Cribl.Cloud portal. On LogStream Cloud's
left nav, use the Changes link to commit/push changesto git . Select Deploy
atthe Ul's top right to deploy your committed changes. LogStream Cloud does
not support Git remote repos.

Automatic Restarts and Upgrades
The Settings > Controls and Settings > Upgrade links are omitted. Cribl
handles restarts and version upgrades automatically on your behalf.

Simplified Access Management and Security

There Settings > Access Management section is omitted. All users of a given
LogStream Cloud instance share asingle admin login.

The Settings > Security section is omitted. Certificates are predefined for you
on the Cribl.Cloud portal's Data Sources tab (see Available Ports and TLS
Configurations below). LogStream Cloud does not support KMS secrets stores.

Other Simplified Settings

The Settings > Licensing link is omitted. Your license is managed by your
parent Cribl.Cloud portal.

The Settings > Scripts link is omitted. LogStream Cloud does not support
configuring or running shell scripts.
Support Options

The Settings > Diagnostics link is omitted. For help with any troubleshooting
needs:

e Click the Intercom link at LogStream's lower right.
e Join Cribl's Community Slack #logstream-cloud channel.

¢ If you have a paid account, contact Cribl Support.

Available Ports and TLS Configurations
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To get data into LogStream Cloud, your Cribl.Cloud portal provides several
data sources and ports already enabled for you, plus 10 additional ports
(20000 - 20010 ) that you can use to add and configure more LogStream
Sources.

The Cribl.Cloud portal's Data Sources tab displays the pre-enabled Sources,
their endpoints, reserved and available ports, and protocol details. For the
existing Sources listed here, Cribl recommends using the preconfigured
endpointand portto send data into LogStream.

TLS encryption is enabled for you on several Sources, also indicated on the
Cribl.Cloud portal's Data Sources tab. All TLS is terminated by the
Network Load Balancer (NLB) sitting in front of the Workers.

Currently, LogStream Cloud does not enable you to import your own
certificates for mutual TLS authentication. LogStream Cloud uses TLS to
provide encryption in the wire, but leaves authentication at the protocol layer -
e.g., Splunk HEC or S2S tokens, Kafka authorization, etc.

Overview Data Sources Learning Resources
Open Ports Range

20000-20010 ®

Sources Enabled By Default

Name Type Ingest Address

in_tcp TCP TLS in.logstream.kind-varahamihira.cribl.cloud: 10060 (I

in_tcp_json TCP JSON TLS in.logstream.kind-varahamihira.cribl.cloud: 10070 (I

in_splunk_tcp Splunk TLS in.logstream.kind-varahamihira.cribl.cloud:9997

in_splunk_hec Splunk TLS in.logstream.kind-varahamihira.cribl.cloud:8088 (I

in_elastic Elasticsearch API TLS in.logstream.kind-varahamihira.cribl.cloud:9200 {Jl
TLS in.logstream.kind-varahamihira.cribl.cloud:6514 {Jl

in_syslog Syslog uDP in.logstream.kind-varahamihira.cribl.cloud:9514 {
TCP in.logstream.kind-varahamihira.cribl.cloud:9514 {

http HTTP TLS in.logstream.kind-varahamihira.cribl.cloud: 10080 (I
TLS in.logstream.kind-varahamihira.cribl.cloud: 10090 (I

in_appscope AppScope

-Appscop PR>cop TCP in.logstream.kind-varahamihira.cribl.cloud:10091 (I
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Available ports and TLS certificates

Simplified Source, Collector, and Destination
Configuration

LogStream Cloud provides no Filesystem Source, Filesystem Collector, or
Filesystem Destination. (A Cloud deployment has no local filesystem to read
from or write to.)

Several commonly used Sources are preconfigured for you, within LogStream
Cloud's Ul, and ready to use.

A Inapreconfigured Source's configuration, never change the Address
field, even though the Ul shows an editable field. If you change these
fields' value, the Source will not work as expected.

After you create a Source and deploy the changes, it can take a few
minutes for the Source to become available in LogStream Cloud's
load balancer. However, LogStream will open the portand be able to
receive data immediately.

Do Not Enable TLS Within Sources

Several LogStream Cloud Sources' configuration modals include a

TLS Settings (Server Side) tab, inherited from the LogStream binary's Ul. Do
not set this tab's Enabled slider to Yes , nor configure any of the resulting
fields. Any settings that you configure will conflict with LogStream Cloud
Sources' predefined TLS configurations.

Cloud FAQ

Here are some common questions and answers about LogStream Cloud's
current state and anticipated evolution.

Are there egress costs to send data to another AWS service in
the same Region as LogStream Cloud?

As of August/September 2021, there is a charge, because the data must pass
through a publicinternetinterface. Criblis exploring ways to mitigate this
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using virtual networks.

Do Worker Nodes provide elastic growth asingest and egress
increase?

As of August/September 2021, itis important to size for anticipated usage.
When you anticipate higher throughput, you must communicate this to Cribl,
so we can provision additional Workers. Criblis exploring automated

provisioning.

Will LogStream Cloud support a hybrid model with both on-
prem and cloud-based Worker Groups?

Later in 2021, Cribl anticipates separating the control plane from the data
plane. You will then be able to manage all your LogStream Worker Groups
(cloud and/or on-prem) centrally through the Cloud interface.

How can | send Amazon Kinesis Data Firehose (KDF) data to
LogStream Cloud?

1. If you use an AWS load balancer, use only a Classic Load Balancer.
LogStream Cloud currently defaults to using AWS Network Load Balancers
(NLBs) in front of each Cloud stack, and KDF is not compatible with NLBs or
Application Load Balancers. (For details, see Amazon's Troubleshooting
Amazon Kinesis Data Firehose documentation.)

2. Also, enable duration-based sticky sessions with cookie expiration
disabled. (For details, see Amazon's Duration-Based Session Stickiness
documentation.)

As an alternative KDF, you can write to an S3 bucket and use LogStream Cloud's
native SQS-based S3 Source. You can also use a Lambda function to define the
source data, connectingitto a LogStream Cloud REST Collector with HTTP
discovery.
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Sizing and Scaling

A Cribl LogStream installation can be scaled up within a single instance and/or
scaled out across multiple instances. Scaling allows for:

¢ Increased data volumes of any size.
e Increased processing complexity.
¢ Increased deployment availability.

e Increased number of destinations.

Scale Up

A LogStream installation can be configured to scale up and utilize as many
resources on the host as required. In a single-instance deployment, you govern
resource allocation through the global ¥ Settings (lower left) > System >
Worker Processes section.

In a distributed deployment, you allocate resources per Worker Group.
Navigate to Groups > group-name > Settings (upper right) >Worker
Processes.

Either way, these controls are available:

e Process count: Indicates the number of Worker Processes to spawn.
Positive numbers specify an absolute number of Workers. Negative
numbers specify a number of Workers relative to the number of CPUs in
the system. like this:

{ <number of CPUs available> minus <this setting> }. The defaultis
-2.

[] Youcanenterandsave 0 or 1,butLogStream willinterpret
these entries by attempting to spawn 2 Worker Processes.
LogStream will similarly correct for excessive negative offsets by
guaranteeing at least 2 Processes.
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¢ Minimum process count: Indicates the minimum number of Worker
Processes to spawn. Overrides the Process count's effective result, and
always enforces at least 2 Processes. (So hereagain,a 0 or 1 settingis
interpreted as 2 Processes.)

e Memory (MB): Amount of memory available to each Worker Process, in MB.
Defaults to 2048 . (See Estimating Memory Requirements below.)

i Forchangesin any of the above controls to take effect, you must click
Save on the Manage Processes page, and then restart the LogStream
server via global & Settings (lower left) > System > Controls >
Restart. In a distributed deployment, also deploy your changes to
the Groups.

Worker Processes' vCPU Requirements

Throughoutthese guidelines, we assume that 1 physical core is equivalent to
2 virtual/hyperthreaded CPUs (vCPUs). Each LogStream instance requires the
following resources to run:

e +4 physical cores, +8GB RAM

e 5GBfree disk space (more if persistent queuing is enabled)

For example, assuming a Cribl LogStream system with 6 physical cores (12
vCPUs):

o If Process countissetto 4 ,then the system will spawn exactly 4
processes.

e If Process countissetto -2 ,then the system will spawn 10 processes (12-
2).

For CPU utilization, see Capacity and Performance Considerations below.

i LogStreamincorporates guardrails that prevent spawning more
processes than available vCPUs.

It's important to understand that Worker Processes operate in parallel, i.e.,
independently of each other. This means that:
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1. Data comingin on asingle connection will be handled by a single Worker
Process. To get the full benefits of multiple Worker Processes, data should
come in over multiple connections.

E.g., it's better to have 5 connections to TCP 514, each bringingin
200GB/day, than one at 1TB/day.

2. Each Worker Process will maintain and manage its own outputs. E.g., if an
instance with 2 Worker Processes is configured with a Splunk output, then
the Splunk destination will see 2 inbound connections.

Capacity and Performance Considerations

As with most data processing applications, Cribl LogStream's expected
resource utilization will be proportional to the type of processing that is
occurring. For instance, a Function that adds a static field on an event will likely
perform faster than one that applies a regex to finding and replacing a string.

Currently:

A Worker Process will utilize up to 1 physical core, or 2 vCPUs.

Processing performance is proportional to CPU clock speed.

All processing happens in-memory.

Processing does notrequire significant disk allocation.

Estimating Core Requirements

Current guidance for capacity planning is: Allocate 1 physical core for each
400GB/day of IN+OUT throughput. So, to estimate the number of cores
needed: Sum your expected input and output volume, then divide by 400GB.

e Example 1: 100GB IN -> 100GB out to each of 3 destinations = 400GB total =
1 physical core.

e Example2: 3TBIN->1TBout=4TBtotal = 10 physical cores.

e Example3:4 TBIN->full 4TB to Destination A, plus 2 TB to Destination B=
10TB total =25 physical cores.

Estimating Memory Requirements

The general guideline for memory allocation is to start with the default
2048 MB (2 GB) per Worker Process, and then add more memory as you find
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thatyou're hitting limits.
Memory use is consumed per component, per Worker Process, as follows:

1. Lookups are loaded into memory.

2. Memory is allocated to in-memory buffers to hold data to be delivered to

downstream services.

3. Stateful Functions (Aggregations and Suppress) consume memory
proportional to the rate of data throughput.

4. The Aggregations Function's memory consumption further increases with
the number of Group by's.

5. The Suppress Function's memory use further increases with the
cardinality of events matching the Key expression. A higher rate of distinct
event values will consume more memory.

Measuring CPU Load

You can profile CPU usage on individual Worker Processes.

Single-Instance Deployment

Go to global % Settings (lower left) > System > Worker Processes, and click
Profile on the desired row.

. © Sources O Destinations & Routes @) Pipelines Packs ‘Y Knowledge I8 Monitoring

Settings
SyStery ~ Manage Processes Q
Information Be careful here!

General Settings

Worker Processes PROCESSES SETTINGS
Distributed Settings Process Count @
2
Logging v
Minimum Process Count @
Controls 2
M MB;
e lemory (MB) ®
2048
Access Management ~
Authentication ID Role PID Start Time Options Restarts = Actions
wi0 LEADER 1400 2021-07-21 17:37:52 --no-warnings --no-deprecation -max-o... 1 Restart  Nuke | Profile
Local Users
wil WORKER 1443 2021-07-21 17:42:58 --no-warnings --no-deprecation ~-max-o... 1 Restart  Nuke -Prome
Security v
w2 WORKER 1413 2021-07-21 17:38:24 ~-no-warnings --no-deprecation ~-max-o... 1 Restart | Nuke | Profile
Licensing
w3 WORKER 1428 2021-07-21 17:40:31 --no-warnings --no-deprecation ~-max-o... 1 Restart  Nuke | Profile
Scripts

Worker CPU profiling (single-instance)

Distributed Deployment
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This requires a few more steps:

1. Enable Worker Ul Access if you haven't already.
2. Select Workers in the left nav.

3. Click on the GUID link of the Worker Node you want to profile.
(You will now see that GUID in a Worker drop-down at the top left, above an
orange header that confirms that you've tunneled through to the
Worker Node's Ul.)

4. Select Settings from that Worker Node's top nawv.
5. Select System > Worker Processes from the resulting side nav.

6. Click Profile on the desired Worker Process.

S © Worker cribl-w2-7c894c4d... 6bw (3d5adead) v (G Sources @) Destinations & Routes () Pipelines Packs ‘@ Knowledge {3 Settings

ALIVE s»us | 16 <us | 62.13GB rwm 199.99GB ok GotoDetails  Restart

System ~  Manage Processes Q

Information Be careful here!
General Settings D Role PID Start Time Options Resta..  Actions
Worker Processes w:0 WORKER 1957 2021-07-21 09:30:11 --no-warnings --no-deprecation --ma... 1 Restart = Nuke  Profile

Distributed Settings w1 WORKER 1698 2021-07-21 07:25:18 --no-warnings --no-deprecation --ma... 1 Restart = Nuke  Profile

Logging v w2 WORKER 2238 2021-07-2111:45:15 —no-warnings ~no-deprecation ~ma... 1 Restart | Nuke

Worker CPU profiling (distributed)

Generating a CPU Profile

In either a single-instance or distributed deployment, you will now see a
Worker Process Profiler modal.

The default Duration (sec) of 10 seconds is typically enough to profile
continuous issues, but you might need to adjust this - up to several minutes -
to profile intermittentissues. (Longer durations can dramatically increase the
lag before LogStream formats and displays the profile data.)

Click Start to begin profiling. After the duration you've chosen (watch
the progress bar), plus a lag to generate the display, you'll see a profile
something like this:
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Worker Process Profiler: profile-w0-1626922079663.cpuprofile

yyyyyy

sssss

zlpfel [elef |2[e]| |2]2] |=

Worker CPU profile
Below the graph, tabs enable you to select among Summary, Bottom-Up,
Call Tree, and Event Log table views.

To save the profile to a JSON file, click the very small tiny minuscule
Save profile (¥) button we've highlighted at the modal's upper left.

Whether you've saved or not, when you close the modal, you'll be prompted to
confirm discarding the in-memory profile data.

i Seealso: DiagnosingIssues>Including CPU Profiles.

Recommended AWS, Azure, and GCP Instance Types

You could meet the requirement above with multiples of the following
instances:

AWS - Compute Optimized Instances. For other options, see here.

Minimum Recommended

c5d.2xlarge (4 physical cores, c5d.4xlarge or higher (8 physical cores,
8vCPUs) 16vCPUs)

c5.2xlarge (4 physical cores, c5.4xlarge or higher (8 physical cores,
8vCPUs) 16vCPUs)
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Azure - Compute Optimized Instances

Minimum Recommended

Standard_F8s_v2 (4 physical cores, Standard_F16s_v2 or higher (8 physical
8vCPUs) cores, 16vCPUs)

GCP - Compute Optimized Instances

Minimum Recommended

c2-standard-8 (4 physical cores, c2-standard-16 or higher (8 physical cores,
8vCPUs) 16vCPUs)

n2-standard-8 (4 physical cores, n2-standard-16 or higher (8 physical cores,
8vCPUs) 16vCPUs)

In all cases, reserve at least 5GB disk storage per instance, and more if
persistent queuingis enabled.

Scale Out

When data volume, processing needs, or other requirements exceed what a
single instance can sustain, a Cribl LogStream deployment can span multiple
nodes. This is known as a distributed deployment, and it can be configured
and managed centrally by a single master instance. See Distributed
Deployment for more details.

Page 144 of 1051



Config Files

Understanding Configuration Paths and Files

Even though all LogStream Routes, Pipelines, and Functions can be managed
fromthe Ul, it's important to understand how the configuration works under
the hood. Here is how configuration paths and files are laid out on the
filesystem.

Path Placeholder Expanded Path

Standalone Install:

/path/to/install/cribl/ - referred to
$CRIBL_HOME below as $CRIBL_HOME

Cribl App for Splunk Install:

$SPLUNK_HOME/etc/apps/cribl/

All paths below are relative to $CRIBL_HOME in a single-instance deployment,
orto $CRIBL_HOME/groups/<group-name>/ in adistributed deployment.

Category Relative Path

Default

Configurations

Out-of-the-box

defaults default/cribl
(rewritable) and

libraries

(expandable)

Local

Configurations

User-created local/cribl
integrations and

resources

System (default|local)/cribl/cribl.yml
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Configuration See cribl.yml

default|local)/cribl/cribl.yml > [api] section
API Configuration ¢ | )/ / y [api]

See cribl.yml
Source (default|local)/cribl/inputs.yml
Configuration See inputs.yml
Destination (default|local)/cribl/outputs.yml
Configuration See outputs.yml

License ) )
. . (default|local)/cribl/licenses.yml
Configuration

Regexes .
. . (default|local)/cribl/regexes.yml
Configuration

Breakers )
. . (default|local)/cribl/breakers.yml
Configuration

Limits . .
. . (default|local)/cribl/limits.yml
Configuration

Pipelines (default|local)/cribl/pipelines/<pname>
Configuration Each Pipeline's conf is contained therein.
Routes

. . (default|local)/cribl/pipelines/routes.yml
Configuration

(default|local)/cribl/functions/<function_name>

Functions ) . ] )
Each function's code, confis contained therein.
Functions (default|local)/cribl/functions/<function_name>/...
Configuration Each function's confis contained therein.
Roles (default|local)/cribl/roles.yml
Configuration RBAC Role definitions. See roles.yml.
Policies (default|local)/cribl/policies.yml
Configuration RBAC Policy definitions. See policies.yml.

Configurations and Restart

e Configuration changes resulting from most Ul interactions - for instance,
changing the order of Functions in a Pipeline, or changing the order of
Routes - do not require restarts.

e Some configuration changes in the Settings Ul do require restarts. You will
be prompted to confirm before restarting.
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o Alldirectedits to configuration filesin (bin|localldefault)/cribl/...
will require restarts.

e Worker Nodes might temporarily disappear from the Leader's Workers tab
while restarting.

e When usingthe Cribl App for Splunk, changes to Splunk configuration files
mightor might notrequire restarts. Please check current Splunk docs.

Configuration Layering and Precedence
Similar to most *nix systems, Cribl configurationsin local take precedence

over thosein default .Thereis no layering of configuration files.

A Editing Configuration Files Manually

When config files must be edited manually, save all changes in
local .
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cribl.yml

cribl.yml contains settings for configuring APl and other system properties.

SCRIBL_HOME/default/cribl/cribl.yml

auth: # [object] Authentication Settings
type: # [string] Type - Select one of the supported authentication provi

secure: # [boolean] Secure - Enable to use a secure ldap connection (lda
ldapServers: # [array of strings] LDAP servers - List of LDAP servers, e
bindDN: # [string] Bind DN - Distinguished name of entity to authenticat
bindCredentials: # [string] Password - Distinguished Name password used
searchBase: # [string] User search base - Starting point to search LDAP
usernameField: # [string] Username field - LDAP user search field, e.g.
searchFilter: # [string] User search filter - LDAP search filter to appl
groupSearchBase: # [string] Group search base - Starting point to search
groupMemberField: # [string] Group member field - LDAP group search fiel
groupSearchFilter: # [string] Group search filter - LDAP search filter t
groupField: # [string] Group name field - LDAP group field, e.g. cn
connectTimeout: # [number] Connection timeout (ms)
rejectUnauthorized: # [boolean] Reject unauthorized - Valid for secure L
fallback: # [boolean] Fallback on fatal error - Attempt local authentica
groups: # [object]

default: # [string] Default role - Default role assigned to groups not

mapping: # [object] Mapping - Group(s) to role(s) mappings

host: # [string] Host - Hostname or address of Splunk instance that prov
port: # [number] Port - Port of Splunk instance that provides authentica
ssl: # [boolean] SSL - Whether SSL is enabled on Splunk instance that pr
fallback: # [boolean] Fallback on fatal error - Attempt local authentica
groups: # [object]
default: # [string] Default role - Default role assigned to groups not
mapping: # [object] Mapping - Group(s) to role(s) mappings
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name: # [string] Provider name - The name of the identity provider servi
audience: # [string] Audience - The Audience from provider configuration
client_id: # [string] Client ID - The client_id from provider configurat
client_secret: # [string] Client secret - The client_secret provider con
scope: # [string] Scope - Space separated list of authentication scopes,
auth_url: # [string] Authentication URL - The full path to the provider'
token_url: # [string] Token URL - The full path to the provider's access
userinfo_url: # [string] User Info URL - The full path to the provider's
logout_url: # [string] Logout URL - The full path to the provider's logo
userIdExpr: # [string] User identifier - Expression used to derive userI
rejectUnauthorized: # [boolean] Validate certs - Validate certificates,

Example cribl.yml :

SCRIBL_HOME/default/cribl/cribl.yml

api:
host: 0.0.0.0
port: 9000

retryCount: 120

retrySleepSecs: 5

baseUrl: ""

disabled: false

loginRatelLimit: 2/second

ssl:
disabled: false
privKeyPath: /path/to/myKey.pem
certPath: /path/to/myCert.pem

auth:
type: local
kms.local:
type: local
crypto:
keyPath: $CRIBL_HOME/local/cribl/auth/keys.json
system:

upgrade: api
restart: api
installType: standalone
intercom: true
workers:
count: -2
minimum: 2
memory: 2048
proxy:
useEnvVars: true
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breakers.yml

Cribl's default Event Breaker Library is stored in
$CRIBL_HOME/default/cribl/breakers.yml .

SCRIBL_HOME/default/cribl/breakers.yml

breaker_id: # [object]

lib: # [string] Library

description: # [string] Description - Brief description about this rules

tags: # [string] Tags - One more tags related to this ruleset. Optional.

rules: # [array] Rules - List of rules. Evaluated in order, top down.

- name: # [string] Rule Name - Rule Name.
condition: # [string] Filter Condition - Filter expression (JS) that
type: # [string] Event Breaker Type - Event Breaker Type
timestampAnchorRegex: # [string] Timestamp Anchor - Regex to match b
timestamp: # [object] Timestamp Format - Auto, manual format (strpti
type: # [string] Timestamp Type
length: # [number] Length
format: # [string] Format
timestampTimezone: # [string] Default Timezone - Timezone to assign
timestampEarliest: # [string] Earliest timestamp allowed - The earli
timestamplLatest: # [string] Future timestamp allowed - The latest ti
maxEventBytes: # [number] Max Event Bytes - The maximum number of by
fields: # [array] Fields - Key value pairs to be added to each event
- name: # [string] Name - Field Name.
value: # [string] Value Expression - JavaScript expression to comp

disabled: # [boolean] Disabled - Allows breaker rule to be enabled o
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certificates.yml

certificates.yml maintains a list of configured certificates and their
parameters.

SCRIBL_HOME/local/cribl/certificates.yml

certificate_id: # [object]
description: # [string] Description - Brief description of this certific
cert: # [string] Certificate - Certificate body.
privKey: # [string] Private key - Certificate private key.
passphrase: # [string] Passphrase - Passphrase. Optional.
ca: # [string] CA certificate - Certificate chain. Optional.
inUse: # [array of strings] Referenced - List of configurations referenc
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groups.yml

groups.yml maintains a list of groups and their configuration versions.

SCRIBL_HOME/local/cribl/groups.yml

group_id: # [object]
configVersion: # [string] Config Version - Configuration version that is
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inputs.yml

inputs.yml contains settings for configuring inputs into Cribl.

SCRIBL_HOME/default/cribl/inputs.yml

inputs: # [object]
splunk_input: # [object]
type: # [string] Input Type
disabled: # [boolean] Disabled - Enable/disable this input
host: # [string] Address - Address to bind on. Defaults to 0.0.0.0 (al
port: # [number] [required] Port - Port to listen to.
tls: # [object] TLS settings (server side)
disabled: # [boolean] Disabled - Enable TLS

certificateName: # [string] Certificate Name - The name of the prede
privKeyPath: # [string] Private Key Path - Path on server where to f
passphrase: # [string] Passphrase - Passphrase to use to decrypt pri
certPath: # [string] Certificate Path - Path on server where to find
caPath: # [string] CA Certificate Path - Path on server where to fin
requestCert: # [boolean] Authenticate Client (mutual auth) - Whether
minVersion: # [string] Minimum TLS version - Minimum TLS version to

maxVersion: # [string] Maximum TLS version - Maximum TLS version to

ipWhitelistRegex: # [string] IP Allowlist Regex - Regex matching IP ad
maxActiveCxn: # [number] Max Active Connections - Maximum number of ac
enableProxyHeader: # [boolean] Enable Proxy Protocol - Enable if the ¢
metadata: # [array] Fields - Fields to add.
- name: # [string] Name - Field name
value: # [string] Value - JavaScript expression to compute field's
breakerRulesets: # [array of strings] Event Breaker rulesets - A list
staleChannelFlushMs: # [number] Event Breaker buffer timeout - The amo
authTokens: # [array] Auth tokens - Shared secrets to be provided by a
- token: # [string] Token - Shared secrets to be provided by any Spl
description: # [string] Description - Optional token description
pipeline: # [string] Pipeline - Pipeline to process data from this Sou
elastic_input: # [object]
type: # [string] Input Type
disabled: # [boolean] Disabled - Enable/disable this input
host: # [string] Address - Address to bind on. Defaults to 0.0.0.0 (al
port: # [number] [required] Port - Port to listen to.
authTokens: # [array of strings] Auth tokens - Shared secrets to be pr
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tls: # [object] TLS settings (server side)
disabled: # [boolean] Disabled - Enable TLS

certificateName: # [string] Certificate Name - The name of the prede
privKeyPath: # [string] Private Key Path - Path on server where to f
passphrase: # [string] Passphrase - Passphrase to use to decrypt pri
certPath: # [string] Certificate Path - Path on server where to find
caPath: # [string] CA Certificate Path - Path on server where to fin
requestCert: # [boolean] Authenticate Client (mutual auth) - Whether
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instance.yml

Instance configuration is located under
$CRIBL_HOME/local/_system/instance.yml .

SCRIBL_HOME/local/_system/instance.yml

distributed:
# mode master | worker | single
mode: master
master:
host: 0.0.0.0
port: 4203
tls:
disabled: true
ipwhitelistRegex: /.%x/
maxActiveCxn: 0
authToken: criblmaster
enabledWorkerRemoteAccess: true
compression: none
connectionTimeout: 5000
writeTimeout: 10000
group: default
envRegex: /"“CRIBL_/
tags:
- tagl
- tag2
- tag42

jie

As of version 3.0, LogStream's former "master," "whitelist," and
"blacklist" entities are respectively renamed "leader," "allowlist," and
"blocklist." While some legacy terminology remains within
configuration keys/values, this document will reflect that.
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jobs.yml

jobs.yml maintains parameters for configured Collectors, corresponding to
those listed on the Ul's Manage Collectors page.

SCRIBL_HOME/local/cribl/jobs.yml

collection_job: # [object]
collector: # [object]
type: # [string] Collector type - The type of collector to run.

conf: # [object] [required]

outputName: # [string] Auto-populate from - The name of the predefin
connectionString: # [string] Connection string - Enter your Azure Co
containerName: # [string] [required] Container name - Name of the co
path: # [string] Path - The directory from which to collect data. Te
extractors: # [array] Path extractors - Allows using template tokens

- key: # [string] Token - A token from the template path, e.g.: ep
expression: # [string] Extractor expression - JS expression that
recurse: # [boolean] Recursive - Whether to recurse through subdirec
maxBatchSize: # [number] Max Batch Size (objects) - Maximum number o

conf: # [object] [required]

outputName: # [string] Auto-populate from - Select a predefined conf
path: # [string] Directory - The directory from which to collect dat
extractors: # [array] Path extractors - Allows using template tokens

- key: # [string] Token - A token from the template directory, e.g
expression: # [string] Extractor expression - JS expression that
recurse: # [boolean] Recursive - Whether to recurse through subdirec
maxBatchSize: # [number] Max Batch Size (files) - Maximum number of

conf: # [object] [required]
outputName: # [string] Auto-populate from - The name of the predefin
serviceAccountCredentials: # [string] Service account credentials -
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bucket: # [string] [required] Bucket name - Name of the bucket to co
path: # [string] Path - The directory from which to collect data. Te
extractors: # [array] Path extractors - Allows using template tokens
- key: # [string] Token - A token from the template path, e.g.: ep
expression: # [string] Extractor expression - JS expression that
endpoint: # [string] Endpoint - Google Cloud Storage service endpoin
recurse: # [boolean] Recursive - Whether to recurse through subdirec
maxBatchSize: # [number] Max Batch Size (objects) - Maximum number o
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job-limits.yml

job-limits.yml maintains parameters for collection jobs and system tasks.
In the Ul, you can configure these at global % Settings (lower left) >
General Settings > Job Limits.

SCRIBL_HOME/default/cribl/job-limits.yml

concurrentJobLimit: # [number] Concurrent Job Limit - The total number of

concurrentSystemJobLimit: # [number] Concurrent System Job Limit - The tot
concurrentScheduledJobLimit: # [number] Concurrent Scheduled Job Limit - T
concurrentTaskLimit: # [number] Concurrent Task Limit - The total number o
concurrentSystemTaskLimit: # [number] Concurrent system Task Limit - The n
maxTaskPerc: # [number] Max Task Usage Percentage - Value from @ to 1 repr
taskPollTimeoutMs: # [number] Task Poll Timeout - The number of millisecon
jobArtifactsReaperPeriod: # [string] Artifact Reaper Period - Time period

finishedJobArtifactsLimit: # [number] Finished Job Artifacts Limit - Maxim
finishedTaskArtifactsLimit: # [number] Finished Task Artifacts Limit - Max
taskManifestFlushPeriodMs: # [number] Manifest Flush Period - The rate at

taskManifestMaxBufferSize: # [number] Manifest Max Buffer Size - The maxim
taskManifestReadBufferSize: # [string] Manifest Reader Buffer Size - The n
schedulingPolicy: # [string] Job Dispatching - The method by which tasks a
jobTimeout: # [string] Job Timeout - Maximum time (assumed in seconds, if

taskHeartbeatPeriod: # [number] Task Heartbeat Period - The heartbeat peri
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licenses.yml

licenses.yml maintains a list of LogStream licenses.

SCRIBL_HOME/default/cribl/licenses.yml

licenses: # [array of string] - list of licenses
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limits.yml

limits.yml maintains parameters for Collector jobs and system tasks. In the
Ul, you can configure these at global & Settings (lower left) > General Settings
> Limits.

SCRIBL_HOME/default/cribl/limits.yml

samples: # [object] Samples

maxSize: # [string] Max sample size - Maximum file size for the sample i
minFreeSpace: # [string] Min Free Disk Space - The minimum amount of disk
metricsGCPeriod: # [string] Metrics GC Period - The period at which the sy
metricsMaxCardinality: # [number] Metrics Cardinality Limit - The number o
metricsWorkerIdBlacklist: # [array of strings] Metrics Worker Tracking - L
metricsNeverDroplList: # [array of strings] Metrics Never Drop List - List
metricsFieldsBlacklist: # [array of strings] Disable Field Metrics - List
cpuProfileTTL: # [string] CPU Profile TTL - The time to live for collected
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logger.yml

logger.yml maintains logging levels and redactions, per channel. In the Ul,
you can configure these at global &* Settings (lower left) > System > Logging.

SCRIBL_HOME/default/cribl/logger.yml

redactFields: # [array of strings] - list of fields to redact
redactLabel: # [string] - redact label

channels: # [object] Logger channels as logger ID/log level pairs. Log lev
DEFAULT: info

input:DistMaster: debug
output:DistWorker: debug
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mappings.yml

Mapping ruleset configurations are stored in
$CRIBL_HOME/default/cribl/mappings.yml .

SCRIBL_HOME/default/cribl/mappings.yml

mapping_ruleset_id: # [object]
conf: # [object]
functions: # [array] Functions - List of functions to pass data throug
active: # [boolean]
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messages.yml

messages.yml stores messages displayed inthe Ul's Messages
(LogStream 3.1+) or Notifications (LogStream through 3.0.x) fly-out.

SCRIBL_HOME/local/cribl/logger.yml

message_id: # [object]
severity: # [string] Severity
title: # [string] Title
text: # [string] Text
time: # [number] Occurrence Time
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outputs.yml

outputs.yml contains configuration settings for LogStream Destinations.

SCRIBL_HOME/default/cribl/outputs.yml

outputs: # [object]
default_output: # [object]
type: # [string] Output Type
defaultId: # [string,null] Default Output ID - ID of the default outpu
pipeline: # [string] Pipeline - Pipeline to process data before sendin
systemFields: # [array of strings] System fields - Set of fields to au
devnull_output: # [object]
type: # [string] Output Type
pipeline: # [string] Pipeline - Pipeline to process data before sendin
systemFields: # [array of strings] System fields - Set of fields to au
tcpjson_output: # [object]
type: # [string] Output Type
host: # [string] Address - The hostname of the receiver
port: # [number] [required] Port - The port to connect to on the provi
authToken: # [string] Auth token - Optional authentication token to in
compression: # [string] Compression - Codec to use to compress the dat
throttleRatePerSec: # [string] Throttling - Rate (in bytes per second)
tls: # [object] TLS settings (client side)
disabled: # [boolean] Disabled - Enable TLS

rejectUnauthorized: # [boolean] Validate server certs - Reject certs
servername: # [string] Server name (SNI) - Server name for the SNI (
certificateName: # [string] Certificate name - The name of the prede
caPath: # [string] CA certificate path - Path on client in which to
privKeyPath: # [string] Private key path (mutual auth) - Path on cli
certPath: # [string] Certificate path (mutual auth) - Path on client
passphrase: # [string] Passphrase - Passphrase to use to decrypt pri
minVersion: # [string] Minimum TLS version - Minimum TLS version to
maxVersion: # [string] Maximum TLS version - Maximum TLS version to

connectionTimeout: # [number] Connection Timeout - Amount of time (mil
writeTimeout: # [number] Write Timeout - Amount of time (milliseconds)
onBackpressure: # [string] Backpressure behavior - Whether to block, d
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pgMaxFileSize: # [string] Max File Size - The maximum size to store in
pgMaxSize: # [string] Max Queue Size - The maximum size amount of disk
pgPath: # [string] Queue File Path - The location for the persistent q
pgCompress: # [string] Compression - Codec to use to compress the pers

pipeline: # [string] Pipeline - Pipeline to process data before sendin

systemFields: # [array of strings] System fields - Set of fields to au
syslog_output: # [object]

type: # [string] Output Type
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parsers.yml

parsers.yml stores configuration data for the Knowledge > Parsers Library.

SCRIBL_HOME/default/cribl/parsers.yml

parser_id: # [object]
lib: # [string] Library
description: # [string] Description - Brief description of this parser.
tags: # [string] Tags - One more tags related to this parser. Optional.
type: # [string] Type - Parser/Formatter type to use.
fields: # [array of strings] List of Fields - Fields expected to be extr

Page 166 of 1051



regexes.yml

regexes.yml maintains a list of regexes. Cribl's Regex Library ships under
default .

SCRIBL_HOME/default/cribl/regexes.yml

regex_id: # [object]
lib: # [string] Library
description: # [string] Description - Brief description about this regex
regex: # [string] Regex pattern - Regex pattern. Required.
sampleData: # [string] Sample data - Sample data for this regex. Optiona
tags: # [string] Tags - One more tags related to this regex. Optional.
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roles.yml

roles.yml contains RBAC Role definitions. Default example:

SCRIBL_HOME/default/cribl/roles.yml

admin:
description: 'Members with admin role have permission to do anything and
policy:
- % ox!
reader_all:
description: 'Members with reader_all role get read-only access to all W
policy:
- GroupRead *
collect_all:
description: 'Members of this group can run existing collection jobs of
policy:
- GroupCollect =*

editor_all:
description: 'Members with editor_all role get read/write access to all
policy:
- GroupEdit =*
owner_all:

description: 'Members with owner_all role get read/write access as well
policy:
- GroupFull =*
user:
description: 'The base user role allows users to see the system info alo
policy:
- GET /system/info
- GET /system/info/*
- GET /system/users
- GET /system/instance/distributed
- GET /system/instance/distributed/*
- GET /clui
- PATCH /ui/~*
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samples.yml

samples.yml contains metadata aboutaboutstored sample data files (size,
number of events, date created, name, etc.). The corresponding sample files
residein $CRIBL_HOME/data/samples .

SCRIBL_HOME/local/cribl/samples.yml

sample_id: # [object]
sampleName: # [string] File Name - Filename to save the sample as. Requi
pipelineId: # [string] Associate with Pipeline - Select a pipeline to as
description: # [string] Description - Brief description about this sampl
ttl: # [number] Expiration (hours) - Time to live for the sample, the TT
tags: # [string] Tags - One more tags related to this sample file. Optio

Page 169 of 1051



schemas.yml

schemas.yml stores configuration data for the Knowledge > Schema Library.

SCRIBL_HOME/default/cribl/schemas.yml
schema_id: # [object]

description: # [string] Description - Brief description about this schem
schema: # [string] Schema - JSON schema matching standards of draft vers
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scripts.yml

scripts.yml stores configuration data for scripts configured at global
¥ Settings (lower left) > Scripts:

SCRIBL_HOME/local/cribl/scripts.yml

script_id: # [object]
command: # [string] Command - Command to execute for this script.
description: # [string] Description - Brief description about this scrip
args: # [array of strings] Arguments - Arguments to pass when executing
env: # [object] Env Variables - Extra environment variables to set when
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vars.yml

vars.yml stores configuration data for the Knowledge > Global Variables
Library.

SCRIBL_HOME/default/cribl/vars.yml

variable_id: # [object]
lib: # [string] Library
description: # [string] Description - Brief description of this variable
type: # [string] Type - Type of variable.
value: # [string] Value - Value of variable.
tags: # [string] Tags - One more tags related to this variable. Optional
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policies.yml

policies.yml contains RBAC Policy definitions. Default example:

SCRIBL_HOME/default/cribl/policies.yml

GroupFull:
args:
- groupName
template:
- PATCH /master/groups/${groupName}/deploy
- GroupEdit ${groupName}
GroupEdit:
args:
- groupName
template:
- ' /m/${groupName}’
- 'x /m/${groupName}/*'
- GroupRead ${groupName}
GroupCollect:
args:
- groupName
template:
- POST /m/${groupName}/1ib/jobs
- PATCH /m/${groupName}/1ib/jobs/*
- POST /m/${groupName}/jobs
- PATCH /m/${groupName}/jobs/*
- GroupRead ${groupName}
GroupRead:
args:
- groupName
template:
- GET /m/${groupName}
- GET /m/${groupName}/*
- POST /m/${groupName}/preview
- POST /m/${groupName}/system/capture
- POST /m/${groupName}/lib/expression
- GET /master/groups/${groupName}
- GET /master/workers
- GET /master/workers/*
- % Jw/x'
- GET /master/groups
- GET /system/info
- GET /system/info/*
- GET /system/logs
- GET /system/logs/group/${groupName}/*
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GET /system/settings

GET /system/settings/*

GET /system/instance/distributed
GET /system/instance/distributed/*
GET /version

GET /version/*

GET /version/info

GET /version/info/*

GET /version/status

GET /version/status/*

GET /mappings
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Licensing

Every Cribl LogStream download package ships with a Free license that allows
for processing of up to 1 TB/day. LogStream Free and LogStream One licenses
require sending anonymized telemetry metadata to Cribl. (For details, see
Telemetry Data below).

Cribldoes notrequire a separate license for sending data from LogStream to
LogStream, such as sending from one Worker Group managed by Leader Node
Ato a different Worker Group managed by Leader Node B. The same license
used on Leader Node A can be used on Leader Node B in that situation.

Enterprise, Standard, and Sales Trial licenses do not require sending telemetry
metadata, and are entitled to a defined, per-license daily ingestion volume.

This page summarizes all these license types.

Managing Licenses

You can add and manage licenses in global % Settings (lower left) > Licensing.
Click + Add License to paste in a license key provided to you by Cribl.

[l License Expiration and Renewal

For LogStream v.2.2 and earlier, the latest Free license expires on:
2020-12-15T00:00:00+00:00

For LogStream v.2.3 and later, Free licenses do not expire.

LogStream One and LogStream Standard licenses must be renewed
annually.

License Types
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Cribl offers five LogStream license types, summarized below.

i Foradetailed comparison of what's included in each license type,
please see Cribl Pricing.

Enterprise License
This is a license available for purchase.

e Up to unlimited data ingestion.
¢ Role-based access control.

¢ External authentication (via LDAP, Splunk, and OpenID Connectidentity
providers).

e Gitremote backup.

e Allother LogStream features included.

Contact Cribl Sales at sales@cribl.io for more information.

Standard License

This is a license available for purchase. Compared to an Enterprise license, it
offers a cost discount, in exchange for some limitations (all data volumes below
based on uncompressed data size):

e Dailyingestion up to 5 TB/day.
e Maximum 1 Worker Group.

e External authentication supported, with undifferentiated Roles: all users
areimported as admin .

Contact Cribl Sales at sales@cribl.io for more information.

Free License

Free licenses ship in the download package, and are permanent. They impose
some limitations:

e Dailyingestion up to 1 TB/day.
e Maximum 10 Worker Processes.

e Maximum 1 Worker Group.
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"One" License

LogStream One is a type of free license that allows for higher processing
volume, but only to one Splunk (Single-Instance or Load-Balanced) or
Elasticsearch Destination. This combination is designed to help users explore
LogStream's value in routing large data volumes to these common services.
Contact Cribl Sales at sales@cribl.io to convert a Free license to a LogStream
One license, which must be renewed annually.

e Dailyingestion up to 5 TB/day, only to one of either Splunk or Elasticsearch
outputs.

e Maximum 50 Worker Processes.

e Maximum 1 Worker Group.

Sales Trial License

A license type used when preparing a POC (proof of concept), or a pilot, with
requirements that go beyond those afforded by the Free or One license.
Contact Cribl Sales at sales@cribl.io for more information.

i LogStream Free and LogStream One licenses require sending of
anonymized telemetry metadata to Cribl. These licenses will block
inputs if sending fails after a grace period of 24 hours.

Combining License Types

Multiple license types can coexist on an instance. However, only a single type of
license can be effective at any one time. When multiple types coexist, the
following method of resolution is used:

o Ifthere are any unexpired Enterprise or Standard licenses - use only these
licenses to compute the effective license.

e Else,if there are any Sales Trial licenses - use only Sales Trial licenses to
compute the effective license.

o Else, if there exists a Free or One license - use only the Free or One license
to compute the effective license.

When an Enterprise or Standard license expires, Cribl LogStream will fall back
to the Sales Trial or Free/One types. However, an expired Sales Trial license
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cannotfall back to a Free/One license.

A\ License Expiration Behavior

Upon expiration of a paid license, if there is no fallback license,
LogStream will backpressure and block all incoming data.

Licensing in Distributed Deployments

LogStream will attempt to balance (or rebalance) Worker Processes/threads as
evenly as possible across all licensed Worker Nodes.

LogStream 2.3.x or Later

On LogStream 2.3 or later, you need to configure licensing only on the
Leader Node. (See Managing Licenses.) The Leader will push license
information down to Worker Groups as part of the heartbeat.

A LogStream 2.3 changed licensing in other ways that might require
you to update an existing LogStream 2.2 (or earlier) configuration. In
this scenario, please see Upgrading to LogStream 2.3.

LogStream 2.2.x or Earlier

In distributed deployments of LogStream versions through 2.2.x, licenses
should be configured both on the Master Node and on each of the
Worker Groups. This allows for different Worker Groups to have different
licensing capacities.

e To configure the Master: Settings > Licensing.

e To configure Worker Groups: Worker Groups > [Select a Group] > System
Settings > Licensing.

Telemetry Data

A Free or One license requires sharing of telemetry metadata with Cribl. Cribl
uses this metadata to help us understand how to improve the product and
prioritize new features.
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Telemetry payloads are sent from all LogStream nodes, to an endpoint located
on https://cdn.cribl.io/telemetry/ . (For versions priorto 2.2, this
endpointis: 34.220.85.61:8000 .)

Testing the Telemetry Endpoint's Connectivity

To manually test connectivity to the telemetry endpoint, especially if you are
needing to configure a proxy, you can use the following command:

$ curl https://cdn.cribl.io/telemetry/

Expected response:

cribl /// living the stream!

If you geta 302 response code, check whether you've omitted the URL's trailing
/.

Disabling Telemetry and Live Help

With an Enterprise or Standard license, you have the option to disable
telemetry sharing. With a Free or One license, disabling telemetry will cause
LogStream to block inbound traffic within 24 hours.

If you would like an exception to disable telemetry in order to deployin your
environment, please contact Cribl Sales at sales@cribl.io, and we will work with
you to issue licenses on a case-by-case basis.

Once you have received a license that removes the telemetry requirement, you
can disable telemetry in LogStream's Ul at global & Settings (lower left) >
System > General > Upgrade & Share Settings > Sharing and Live Help.

Toggle the slider to No.

General Settings

API Server Settings ~ Check for upgrades* ®

Yes, please!

Sharing and Live Help ®

General

Sharing and Live Help toggle
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i Disablingthis setting also removes LogStream's Intercom (live help)
widget at lower right. Therefore, you will need to submit help
requests, screenshots, and diag bundles through other
support channels.

Metadata Shared Through Telemetry

Your LogStream instance shares the following metadata with Cribl per interval
(roughly, every minute):

e \Version

e Instance's GUID

e LicenselD

e Earliest, Latest Time

e Number of Events In and Out, overall and by Source type and Destination
type

e Number of Bytes In and Out, overall and by Source type and Destination
type

¢ Number of Open, Closed, Active Connections

e Number of Routes

¢ Number of Pipelines

Licensing FAQ
How do | check my license type, restrictions, and/or expiration date?

Open LogStream's global &* Settings (lower left) > Licensing page to see these
details.

How can | track my actual data ingestion volume over the last 30 days?

Forward Cribl Internal metrics to your Metrics Destination of choice,and run a
reporton cribl.total.in_bytes.

How does LogStream enforce license limits?

If your data throughput exceeds your license quota, Chuck Norris will track you
down and make your life a living hell.

However, that will happen only in your nightmares. In the product itself:
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e Free, One, and Standard licenses enforce data ingestion quotas through
limits on the number of Worker Groups and Worker Processes.

e Enterprise license keys turn off all enforcement, between annual true-ups.

e When an Enterprise or Standard license expires, LogStream will attempt to
fall back to a trial or free license, or - only if that fails - will block incoming
data. For details, see Combining License Types.

I'musing LogStream 2.3.0 or higher, with its "permanent, Free" license. Why
is LogStream claiming an expired license, and blocking inputs?

This can happen if you've upgraded from a LogStream version below 2.3.0, in
which you previously entered this earlier version's Free (time-limited) license
key. To remedy this, go to global ¥ Settings (lower left) > Licensing, click to
select and expand your expired Free license, and then click Delete license.
LogStream will fall back to the new, permanent Free license behavior, and will
restore throughput.

If | pull data from compressed S3 buckets, is my license quota applied to the
compressed or the uncompressed size of the file objects?

To measure license consumption, LogStream uses the uncompressed size.
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Access Management

Cribl LogStream provides a range of access-management features for users
with different security requirements. For details, see the following topics:

e Authentication: Authenticating users in LogStream.
e Local Users: Creating and managing users and their permissions.

¢ Roles: Managingroles and policies to assign to users.

i Role-based access control can be enabled only on distributed
deployments with an Enterprise license. With other license types
and/or single-instance deployments, all users will have full

administrative privileges.
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Authentication

User authentication in LogStream

Cribl LogStream supports local, Splunk, LDAP, and SSO/OpenID Connect
authentication methods, depending on license type.

Local Authentication

To setup local authentication, navigate to global & Settings (lower left) >
Access Management > Authentication and select Local.

You can then manage users through the global & Settings (lower left) >
Access Management > Local Users Ul. All changes made to users are persisted
in afile located at $CRIBL_HOME/local/cribl/auth/users.json .

Line format:;

{"username":"user","first":"Elvis","last":"Bath","disabled":"fals
e", "passwd":"YrtoMOD1w80zyMYB8WMcEleOtYESMwZw2qIZyTvueOE"}

The file is monitored for modifications every 60s, and will be reloaded if
changes are detected.

Adding users through direct modification of the file is also supported, but not
recommended.

A Ifyou edit users.json , maintain each JSON elementas a single
line. Otherwise, the file will not reload properly.

Manual Password Replacement

To manually add, change, or restore a password, replace the affected user's
passwd key-value pair with a password key, in this format: "password":"
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<newPlaintext>" .LogStream will hash all plaintext password(s), identified by
the password key, duringthe nextfile reload, and will rename the plaintext
password key.

Starting with the same users.json line above:

{"username":"user","first":"Elvis","last":"Bath","disabled":"fals
e", "passwd":"YrtoMOD1w80zyMYBSWMcEleOtYESMwZw2qIZyTvueOE"}

...you'd modify the final key-value pair to something like:

"username":"user","first":"Elvis","last":"Bath","disabled":"fals
e", "password":"V3ry53CuR&pwo"}

Within at most one minute after you save the file, LogStream will rename the
password keybackto passwd ,and will hash its value, re-creating something
resembling the original example.

Set Worker Passwords

In a distributed deployment, once a worker has been set to pointto the
Leader Node, LogStream will set each Worker node's admin password with a
randomized password thatis different from the admin user's password on the
Leader Node. This is by design, as a security precaution. But it might lead to
situations where administrators cannot log into a Worker Node directly, and
must rely on accessing them via the Leader.

To explicitly apply a known/new password to your Worker Node, you set and
push a new password to the Worker Group. Here's how, in the Leader Node's
ul:

1. From the left nay, select Groups.

2. Select the desired Worker Group.

3. From the Group's top nav, select Settings (upper right).
4. Select Local Users, then expand the desired user.

5. Update the Password field and select Save.

Every 10 seconds, the Worker Nodes will request an update of configuration
from the Leader, and any new password settings will be included.

Authentication Controls
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You can customize authentication behavior at global % Settings (lower left) >
General Settings > API Server Settings > Advanced. The options here include:

» Logout on Roles change: If role-based access controlis enabled,
determines whether users are automatically logged out of LogStream
when their assigned Roles change. Defaultsto Yes .

e Auth-token TTL: Sets authentication tokens' valid lifetime, in seconds.
Defaults to 3600 (60 minutes).

e Login rate limit: Sets the number of login attempts allowed over a
(selectable) unit of time. Defaults to 2/second .

e HTTP header: Enables you to specify one or more custom HTTP headers to
be sent with every response.

Token Renewal and Session Timeout

Here is how LogStream sets tokens' valid lifetime by applying the Auth-
token TTL field's value:

e When auser logs in, LogStream returns a token whose expiration time is
set to {login time + Auth-token TTL value}.

o Iftheuserisidle (no Ul activity) for the configured token lifetime, they are
logged out.

e Aslongastheuserisinteracting with LogStream's Ul in their browser,
LogStream continually renews the token, resetting the idle-session time
limit back by the Auth-token TTL value.

The cribl.secret File

When Cribl LogStream first starts, it creates a

$CRIBL_HOME/local/cribl/auth/cribl.secret file. This file contains a key
thatis used to generate auth tokens for users, encrypt their passwords, and
encrypt encryption keys.

Default local credentials are: admin/admin

[] Backup and secure access to this file by applying strict permissions -
e.g., 600 .
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External Authentication

Below are configuration details for the following external authentication
providers:

e Splunk Authentication
e LDAP Authentication
e SSO/OpenID Connect Authentication

A All of these external auth methods are supported with either an
Enterprise or a Standard license, but not with a Free or One license.

Note that LogStream Roles and role mapping are supported only
with an Enterprise license. With a Standard license, all your external
users will be imported to LogStream in the admin role.

Splunk Authentication

Splunk authentication is very helpful when deploying in the same environment
as Splunk, and requires the user to have Splunk admin role permissions. To
setup Splunk authentication:

Navigate to global % Settings (lower left) > Access Management >
Authentication > Type and select Splunk.

e Host: Splunk hostname (typically a search head).
e Port: Splunk management port (defaults to 8089 ).

e SSL:Whether SSL is enabled on Splunk instance that provides
authentication. Defaultsto Yes .

¢ Fallback on fatal error: Attempt local authentication if Splunk
authentication is unsuccessful. Defaults to No . If toggled to Yes , local
auth will be attempted only after a failed Splunk auth. Selecting Yes also
exposes this additional option:

 Fallback on bad login: Attempt local authentication if the supplied
user/password fails to log in on Splunk. Defaults to No .
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[] TheSplunksearchhead does not need to be locally installed on the
LogStream instance. See also Role Mapping below.

LDAP Authentication

LDAP authentication is supported, and can be set up as follows:

Navigate to global % Settings (lower left) > Access Management >
Authentication > Type, and select LDAP.

e Secure: Enable to use a secure LDAP connections ( 1daps:// ). Disable for
aninsecure ( ldap:// ) connection.

e LDAP servers: List of LDAP servers. Each entry should contain host:port
(e.g., localhost:389).

e Bind DN: Distinguished name of entity to authenticate with LDAP server.

E.g., 'cn=admin,dc=example,dc=org" .

e Password: Distinguished Name password used to authenticate with LDAP
server.

o User search base: Starting point to search LDAP for users, e.g.,

'dc=example,dc=org’' .

e Username field: LDAP user search field, e.g., cn or (cn (or uid) .For
Microsoft Active Directory, use sAMAccountName here.

e User search filter: LDAP search filter to apply when finding user, e.g., (&
(group=admin)(!(department=123%))) . Optional.

e Group search base: Starting point to search LDAP for groups, e.g.,
dc=example,dc=org . Optional.

e Group member field: LDAP group search field, e.g., member . Optional.

e Group search filter: LDAP search filter to apply when finding group, e.g.,
(&(cn=criblx)(objectclass=group)) . Optional.

e Group name field: LDAP group field, e.g., cn . If your LDAP directory uses
uppercase DN component names (e.g., CN instead of cn ), be sure to use
the corresponding case for this string. (Active Directory uses all-caps
naming for its object DN components.)
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e Connection timeout (ms): Defaults to 5000 .

e Reject unauthorized: Valid for secure LDAP connections. Setto Yes to
reject unauthorized server certificates.

 Fallback on fatal error: Attempt local authentication if LDAP authentication
is down or misconfigured. Defaults to No . If toggled to Yes ,local auth
will be attempted only after a failed LDAP auth. Selecting Yes also
exposes this additional option:

 Fallback on bad login: Attempt local authentication if the supplied
user/password fails to log in on the LDAP provider. Defaults to No .

i Seealso Role Mapping below.

SSO/0peniID Connect Authentication

LogStream supports SSO/OpenlID user authentication (login/password)

and authorization (user's group membership, which you can map to Cribl
Roles). Using OpenlID will change the default Log in button on the login page
to a button labeled Log in with <provider> which redirects to the specified
provider. Set this up as follows:

Navigate to global % Settings (lower left) > Access Management >
Authentication > Type and select OpenlD Connect.

* Provider name: The name of the identity provider service. You can select
Google or Okta, both supported natively. Manual entries are also allowed.

e Audience: The Audience from provider configuration. This will be the base
URL,e.g.: https://master.yourDomain.com:9000 for adistributed
environment.

e ClientID: The client_id from provider configuration.
e Clientsecret: The client_secret from provider configuration.

e Scope: Space-separated list of authentication scopes. The default list is:
openid profile email .If you populate the Userinfo URL field, you must
add groups to this list.

o Authentication URL: The full path to the provider's authentication
endpoint. Be sure to configure the callback URL at the provider as
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<masterServerFQDN>:9000/api/v1/auth/authorization-
code/callback ,e.g.:
https://master.yourDomain.com:9000/api/v1/auth/authorization-

code/callback .
e Token URL: The full path to the provider's access token URL.

e Userinfo URL: The full path to the provider's user info URL. Optional; if not
provided, LogStream will attempt to gather user info from the ID token
returned from the Token URL.

e Logout URL: The full path to the provider's logout URL. Leave blank if the
provider does not supportlogout or token revocation.

o Useridentifier: JavaScript expression used to derive userId from the
id_token returned by the OpenlID provider.

o Validate certs: Whether to validate certificates. Defaults to Yes . Toggle to
No to allowinsecure self-signed certificates.

o Filter type: Select either Email allowlist or User info filter. This selection
displays one of the following fields:

¢ Email allowlist: Wildcard list of emails/email patterns that are allowed
access.

» User info filter: JavaScript expression to filter against user profile
attributes. E.g.: name.startswith("someUser") &&

email.endsWith("domain.com")

e Group name field: Field in the User info URL response (if configured);
otherwise, id_token thatcontains the user groups. Defaultsto groups .

e Allow local auth: Toggleto Yes to also usersto login using LogStream's
local authentication. This enables an extra button called Log in with
local user ontheLogStream login page. (This option ensures fallback
access for local users if SSO/OpenlD authentication fails.)

o Email allowlist: Wildcard list of emails/email patterns that are allowed
access.

Note the following details when filling in the form - for example, when using
Okta:

e <Issuer URI> istheaccountattheidentity provider.
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e Audience isthe URL of the host that will be connecting to the Issuer (e.g.,
https://master.yourDomain.com:9000 for adistributed environment).
Theissuer (Okta, in this example) will redirect back to this site upon
authentication success or failure.

e User info URL isrequired, because Okta doesn'tencode groupsin
id_token . Azure AD and Google also rely on this field.

i Seealso Role Mapping below.

As of version 3.0, LogStream's former "master" application
components are renamed "leader." Above, while some legacy
terminology remains within URLs, this document will reflect that.

Cribl Cloud Authentication (Future Option)

This option, displayed in LogStream 2.4.4's Type drop-down, is not yet
functional.

[] Toavoid possible lockout, do not configure or save Cribl Cloud
authentication.

Role Mapping

This section is displayed only on distributed deployments with an Enterprise
license. For details on mapping your external identity provider's configured

groups to corresponding LogStream user access Roles, see External Groups
and LogStream Roles. The controls here are:

o Default role: Default LogStream Role to assign to all groups not explicitly
mapped to a Role.

e Mapping: On each mapping row, enter an external group name on the left,
and select the corresponding LogStream Role on the right drop-down list.
Click + Add Mapping to add more rows.
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Local Users

This page covers how to create and manage LogStream users, including their
credentials and (where enabled) their access roles. These options apply if
you're using the Local Authentication type, which is detailed here.

Creating and Managing Local Users

On the Leader Node - or in a single-instance deployment - you manage users
by selecting global ¥ Settings (lower left) > Access Management > Local Users.

The resulting Manage Local Users page will initially show only the default
admin user.You are operating as this user.

Manage Local Users Q

Il Username First Name Last Name Email Roles

admin admin admin admin admin

Managing users

To create a new LogStream user, click + Add New. To edit an existing user, click
anywhere on its row. With either selection, you will see the modal shown below.

The first few fields are self-explanatory: they establish the user's credentials. If

you want to establish or maintain a user's credentials on LogStream, but
preventthem from currently logging in, you can toggle the Enabled slider to
No .
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LastName* @ = McGoatface

Email* @ | goaty@example.com

Enabled @

ROLES

Roles @ ‘

Entering and saving a user's credentials

In LogStream 3.1 and above, logged-in users can change their own LogStream
passwords via the User Settings fly-out at the Ul's lower left. This fly-out also
provides user-specific options to customize the Ul.

Dark/Light Mode m

Pin Sidebar Open

Change Password

C Logout

Self-serve password changes

Adding Roles

If you've enabled role-based access control you can use the modal's bottom
Roles section to assign access Roles to this new or existing user.

i Fordetails, see Roles. Role-based access control can be enabled only
on distributed deployments with an Enterprise license. With other
license types and/or single-instance deployments, all users will have
full administrative privileges.

Click + Add Role to assign each desired role to this user. The options on the
Roles drop-down reflect the Roles you've configured in global % Settings
(lower left) > Access Management > Roles.
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Note that when you assign multiple Roles to a user, the Roles' permissions are
additive: This user is granted a superset of the highest permissions contained
in all the assigned Roles.

When you've configured (or reconfigured) this user as desired, click Save.

By default, LogStream will log out a user upon a change in their assigned Roles.
You can defeat this behavior at global & Settings (lower left) >
General Settings > API Server Settings > Advanced > Logout on roles change.
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Roles

Define and manage access-control roles and policies

Cribl LogStream offers role-based access control (RBAC) to serve these
common enterprise goals:

e Security: Limitthe blast radius of inadvertent or intentional errors, by
restricting each user's actions to their needed scope within the
application.

e Accountability: Ensure compliance, by restricting read and write access to
sensitive data.

e Operational efficiency: Match enterprise workflows, by delegating access
over subsets of objects/resources to appropriate users and teams.

Role-based access control is enabled only on distributed

e

deployments with an Enterprise license. With other license types
and/or single-instance deployments, all users will have full
administrative privileges.

RBAC Concepts

LogStream's RBAC mechanism is designed around the following concepts,
which you manage in the Ul:

* Roles: Logical entities that are associated with one or multiple Policies
(groups of permissions). You use each Role to consistently apply these
permissions to multiple LogStream users.

e Policies: A set of permissions. A Role that is granted a given Policy can
access, or perform an action on, a specified LogStream object or objects.
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e Permissions: Access rights to navigate to, view, change, or delete specified
objects in LogStream.

e Users: You map Roles to LogStream users in the same way that you map
user groups to users in LDAP and other common access-control
frameworks.

[] Usersareindependent LogStream objects thatyou can configure
even without RBAC enabled. For details, see Local Users.

How LogStream RBAC Works

LogStream RBAC is designed to grant arbitrary permissions over objects,
attributes, and actions at arbitrary levels.

i Asofv.2.4.x,Roles are customizable only down to the Worker Group
level. E.g., you can grant Edit permission on Worker Group WG1 to
User A and User B, but cannot grant them finer-grained permissions
on child objects such as Pipelines, Routes, etc.

LogStream's Ul will be presented differently to users who are assigned Roles
thatimpose access restrictions. Controls will be visible but disabled, and
search and log results will be limited, depending on each user's permissions.

Access to the same objects via LogStream's APl and CLI will be similarly filtered,
with appropriate error reporting. E.g., if a user tries to commit and deploy
changes on a Worker Group where they are not authorized, they might receive
a CLl error message like this: git commit-deploy command failed with

err: Forbidden

LogStream Roles can be integrated with external authorization/IAM
mechanisms, such as LDAP and OIDC and mapped to their respective groups,
tags, etc.

Using Roles

LogStream ships with a set of default Roles, which you can supplement.
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Default Roles

These Roles ship with LogStream by default:

Name Description

Superusers - authorized to do anything and everything in

admin
the system.
Read/write access to (and Deploy permission on) all Worker
owner_all
Groups.
editor_all Read/write access to all Worker Groups.
reader_all Read-only access to all Worker Groups.
collect_all Ability to run existing collection jobs on all Worker Groups.

notification_admin Read/write access to all Notifications.

Default role that gets only a home/landing page to
user authenticate. This is a fallback for users who have not yet
been assigned a higher role by an admin.

Cribl strongly recommends that you do not edit or delete these default roles.
However, you can readily clone them (see Clone Role below), and modify the
duplicates to meet your needs.

[l Initial Installation or Upgrade

When you firstinstall LogStream with the prerequisites to enable
RBAC (Enterprise license and distributed deployment), you will be
granted the admin role. Using this role, you can then define and
apply additional roles for other users.

You will similarly be granted the admin role upon upgrading an
existing LogStream installation from pre-2.4 versions to v. 2.4 or
higher. This maintains backwards-compatible access to everything
your organization has configured under the previous LogStream
version's single role.

Adding and Modifying Roles

In a distributed environment, you manage Roles at the Leader level, for the
entire deployment. On the Leader Node, select global #* Settings (lower left) >
Access Management > Roles.
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Manage Roles Q

Il Name Description Attached policies
admin Members with admin role have permission to do anything and everything i... S
reader_all Members with reader_all role get read-only access to all Worker Groups. GroupRead | *
editor_all Members with editor_all role get read/write access to all Worker Groups. GroupEdit | *
owner_all Members with owner_all role get read/write access as well as Deploy perm... GroupFull | *
user The base user role allows users to see the system info along with their ow... GET | i GET | i GET |
Manage Roles page

To add anew Role, click + Add New at the upper right. To edit an existing Role,
click anywhere on its row. Here again, either way, the resulting modal offers
basically the same options.

Settings > Access Management > Roles > editor_all X

Role name* @

Description @

Members with editor_all role get read/write access to all Worker Groups.

Policies @
Policy ® Object @
GroupEdit * X
+ Add Policy
Delete Role Clone Role

Add/edit Role modal

The options at the modal's top and bottom are nearly self-explanatory:
Role name: Unique name for this Role.
Description: Optional free-text description.

Delete Role: And...it's gone. (But first, there's a confirmation prompt. Also, you
cannot delete a Role assigned to an active user.)

Clone Role: Opens a New role version of the modal, duplicating the Description
and Policies of the Role you started with.

The modal's central Policies section (described below) is its real working area.

Adding and Modifying Policies

The Policies section is an expandable table. In each row, you select a Policy
using the left drop-down, and apply that Policy to objects (i.e., assign
permissions on those objects) using the right drop-down.
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Let's highlight an example from the above screen capture of LogStream's built-
in Roles: The editor_all Role hasthe GroupEdit Policy, with permission to
exercise iton any and all Worker Groups (as indicated by the * wildcard).

+ Add Policy

Policies on the left, objects on the right

To add a new Policy to aRole:
1. Click + Add Policy to add a new row to the Policies table.
2. Select a Policy from the left column drop-down.
3. Accept the default object on the right; or select one from the drop-down.

To modify an already-assigned Policy, just edit its row's drop-downs in the
Policies table.

To remove a Policy from the Role, click its close box at right.

In all cases, click Save to confirm your changes and close the modal.

Default Policies

In the Policies table's left column, the drop-down offers the following default

Policies:
Name Description
The most basic Worker Group-level permission. Enables users
GroupRead . . . .
to view a Worker Group and/or its configuration.
. Building on GroupRead , grants the ability to also change and
GroupEdit . . .
commit a Worker Group's configuration.
Building on GroupEdit , grants the ability to also deploy a
GroupFull
Worker Group.
GroupCollect Grants the ability to run Collectors on a Worker Group.
* (wildcard) Grants all permissions on associated objects.

Objects and Permissions
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In the Policies table's right column, use the drop-down to select the LogStream
objects on which the left column's Policy will apply. (Remember thatinv. 2.4,
the objects available for selection are specific Worker Groups, or a wildcard
representing all Worker Groups.) For example:

e Worker Group <id>

e NewGroup2

e default (Worker Group)
e x (allWorker Groups)

Extending Default Roles

Here's a basic example that ties together the above concepts and facilities.
It demonstrates how to add a Role whose permissions are restricted to a
particular Worker Group.

Here, we've cloned the editor_all Role that we unpacked above. We've
named the clone editor_default .

We've keptthe GroupEdit Policyfrom editor_all .Butin therightcolumn,
we're restricting its object permissions to the default Worker Group that
ships with LogStream.

Settings > Access Management > Roles > New role X

Role name* @

editor_default

Description @

Members with the "editor_default role get read/write access to the “default™ Worker Group.

Policies @
Policy @ Object @

GroupEdit default X

Cloning a default Role

You can readily adapt this example to create a Role that has permissions on an
arbitrarily named Worker Group of your own.

Roles and Users

Once you've defined a Role, you can associate it with LogStream users. On the
Leader Node, select global Settings (lower left) > Access Management >
Local Users. For details, see Local Users.
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Note that when you assign multiple Roles to a given user, the Roles'

permissions are additive: This user is granted a superset of all the permissions

contained in all the assigned Roles.

By default, LogStream will log out a user upon a change in their assigned Roles.

You can defeat this behavior at global & Settings (lower left) >

General Settings > API Server Settings > Advanced > Logout on roles change.

External Groups and LogStream Roles

You can map user groups from external identity providers (LDAP, Splunk, or

OIDC) to LogStream Roles, as follows:

1

7.

. Select global % Settings (lower left) > Access Management >

Authentication.

. From the Type drop-down, select LDAP, Splunk, or OpenlD Connect,

according to your needs.

. On theresulting Authentication Settings page, configure your identity

provider's connection and other basics. (For configuration details, see the
appropriate Authentication section.)

. Under Role Mapping, first select a LogStream Default role to apply to

external user groups that have no explicit LogStream mapping defined
below.

. Next, map external groups as you've configured them in your external

identity provider (left field below) to LogStream Roles (right drop-down list
below).

. To map more user groups, click + Add Mapping.

When your configuration is complete, click Save.

Here's a composite showing the built-in Roles available on both the

Default role and the Mapping drop-downs:
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Connection Timeout (ms)

admin

. . editor_all
Reject Unauthorized @ admin
owner_all
Group Name Field @ reader_all
reader_all
editor_all
ROLE MAPPING user
owner_all
Default role ® l ‘
user
Mapping @ | Enter external group name l X

+ Add Mapping

Cancel Save

Mapping external user groups to LogStream Roles

And here, we've set a conservative Default Role and one explicit Mapping:

Reject Unauthorized ® @

Group Name Field ®
ROLE MAPPING

Default role ®

Mapping ®

cn
user

devops : owner_all x X

+ Add Mapping

Cancel

External user groups mapped to LogStream Roles
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Securing

You can secure Cribl LogStream access and traffic using various combinations
of SSL (Secure Sockets Layer), TLS (Transport Layer Security), custom HTTP
headers, and external KMS (Key Management Service) options.

SSL Certificate Configuration

You can secure LogStream's APl and Ul access by configuring SSL. To do so,
you can use your own certs and private keys, or you can generate a pair with
OpenSSL, as shown here:

openssl req -nodes -new -x509 -newkey rsa:2048 -keyout myKey.pem

-out myCert.pem -days 420

This command will generate both a self-signed cert (certified for 420 days), and
an unencrypted, 2048-bit RSA private key.

In the LogStream Ul, you can configure the certvia global £ Settings (lower
left) > Security > Certificates. You can configure the key via:

e Global ¥ Settings (lower left) > Security > Encryption Keys (single-
instance deployments), or

e Groups> <group-name> > Settings > Security > Encryption Keys
(distributed deployments).

Alternatively, you can editthe local/cribl.yml file's api section to directly
setthe privKeyPath and certPath attributes. For example:

cribl.yml

api:
host: 0.0.0.0
port: 9000
disabled : false
ssl:
disabled: false
privKeyPath: /path/to/myKey.pem
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certPath: /path/to/myCert.pem

Custom HTTP Headers

You can encode custom, security-related HTTP headers, as needed. As shown
in the examples below, you specify these at global % Settings (lower left) >

General > API Server Settings > Advanced > HTTP Headers. Click + Add Header
to display extra rows for new key-value pairs.

General Settings

API Server Settings
General
SSL
Advanced
Authentication Settings
Default TLS Settings
Display Settings
Limits
Job Limits

Proxy Settings

Upgrade & Share Settings

Retry Count ®
120

Retry Period ®

5]

URL Base Path @

Disable Ul Access (_J
Login rate limit ®

2/second

HTTP Headers[@}

X-Frame-Optioms SAMEORIGIN

Referrer-Policy no-referrer

+ Add Header

Prev

Custom HTTP headers

TLS Settings and Traffic Types

This table shows TLS client/server pairs, and encryption defaults, per traffic

type.

Traffic Type

ul

API

Worker-to-
Master

Data

TLS Client TLS Server Encryption
Cribl Default
Browser .
LogStream disabled
Default
Worker Master .
disabled
Default
Worker Master .
disabled
Any data Cribl Default
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disabled

Default
disabled
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Data

Authentication

« Local

- LDAP

+ Splunk

+ OIDCT/Okta

+OIDC/Google

*Common name
1t OpenlID Connect

You can configure advanced, system-wide TLS settings for versions, cipher

sender

Cribl LogStream
(Destination)

Browser

Cribl LogStream

Cribl LogStream

Browser and
Cribl LogStream

Browser and
Cribl LogStream

LogStream
(Source)

Any data
receiver

Cribl
LogStream

LDAP
Provider

Splunk
Search
Head

Okta

Google

disabled

Default
disabled

Default
Disabled

Custom

Default
Enabled

Default
Enabled

Default
Enabled

disabled

Default
disabled

N/A

N/A

N/A

N/A

N/A

lists, and ECDH Curve names via global & Settings (lower left) > System >
General Settings > Default TLS Settings.

Encryption Keys

You can create and manage keys that LogStream will use for real-time

di

D
di

D
Di

Di
Di

encryption of fields and patterns within events. For details on applying the keys

that you define here, see Encryption.

Accessing Keys

e Inasingle-instance deployment, select global & Settings (lower left) >

Security > Encryption Keys.

e Inadistributed deployment with one Worker Group, select Configure >

Settings > Security > Encryption Keys.

¢ Inadistributed deployment with multiple Worker Groups, keys are

managed per Worker Group. Select Groups > <group-name> Settings >

Security > Encryption Keys.
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On the resulting Manage Encryption Keys page, you can configure existing
keys, and/or use the following options to add new keys.

Get Key Bundle

To importexisting keys, click Get Key Bundle. You'll be prompted to supply a
login and password to proceed.

Add New Key

To define a new key. click + Add New The resulting New Key modal provides
the following controls:

Key ID: LogStream will automatically generate this unique identifier.
Description: Optionally, enter a description summarizing this key's purpose.

Encryption algorithm: Currently, aes-25-cbc isthe only option supported
here.

KMS for this key: Defaults to local (LogStream'sinternal Key Management
Service). If you've configured an external KMS, you can select that option
instead.

Key Class: Classes are arbitrary collections of keys that you can map to
different levels of access control. For details, see Encryption. This value
defaults to 0 ;you can assign more classes, as needed.

Expiration time: Optionally, assign the key an expiration date. Directly enter the
date or selectit from the date picker.

Secrets

With LogStream's secrets store, you can centrally manage secrets that
LogStream instances use to authenticate on integrated services. Use this Ul
section to create and update authorization tokens, username/password
combinations, and API-key/secret-key combinations for reuse across the
application.

Accessing Secrets
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e Inasingle-instance deployment, select global #* Settings (lower left) >
Security > Secrets.

e Inadistributed deployment with one Worker Group, select Configure >
Settings > Security > Secrets.

e Inadistributed deployment with multiple Worker Groups, secrets are
managed on each Worker Group. Select Groups > <group-name> Settings
> Security > Secrets.

On the resulting Manage Secrets page, you can configure existing secrets,
and/or click + Add New to define new secrets.

Add New Secret

The New Secret modal provides the following controls:
Secret name: Enter an arbitrary, unique name for this secret.

Secret type: See below for this second field's options, some of which expose
additional controls.

Description: Optionally, enter a description summarizing this secret's purpose.

Tags: Optionally, enter one or multiple tags related to this secret.

Secret Type
This drop-down offers the following types:

Text: This default type exposes a Value field where you directly enter the
secret. Text secrets can currently be used only with LogStream's

Google Cloud Pub/Sub Source and Destination, where they are the only
supported secret type.

API key and secret key: Exposes APl key and Secret key fields, used to retrieve
the secretfrom a secure endpoint. This is the only secret type supported on
LogStream's AWS-based Sources, Collectors, and Destinations, and on our
Google Cloud Storage Destination.

CA Certificates and Environment Variables

Where LogStream Sources and Destinations support TLS, each Source's or
Destination's configuration provides a CA Certificate Path field where you can
point to corresponding Certificate Authority (CA) .pem file(s). However, you
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can also use environmentvariables to manage CAs globally. Here are some
common scenarios:

1. How do | add a set of trusted root CAs to the list of trusted CAs that
LogStream trusts?

Set this environmentvariable in each Worker's environment (e.g., in its
systemd unit file):
NODE_EXTRA_CA_CERTS=/path/to/file_with_certs.pem . For details,
see the nodejs docs.

2. How do | make LogStream trust all TLS certificates presented by any
server it connects to?

Set this environmentvariable: NODE_TLS_REJECT_UNAUTHORIZED=0 - for
details, see the nodejs docs.

KMS Configuration

Configure LogStream's Key Management Service at global & Settings (lower
left) > Security > KMS. This is a global setting on both single-instance and
distributed deployments.

As of version 3.0, administrators with a LogStream Enterprise or Standard
license can integrate an external KMS provider to manage the key that
LogStream uses for encrypting secrets on Worker Groups and Workers. The
external option initially available is HashiCorp Vault .

i Tointegrate an external KMS provider Into a distributed deployment,
LogStream's Leader Node must have Internet access.

When you initially install a license in distributed mode, a known bug
prevents immediate use of KMS features within Worker Groups. Here
is the workaround:

1. Open global % Settings (lower left) > Worker Processes.

2.In the list of processes, locate any with a Role of
CONFIG_HELPER

3. Click that process' Restart button.

Upon restarting, KMS will be available for use in the corresponding
Worker Group.
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LogStream Internal KMS

The KMS provider field defaults to LogStream Internal . With this option, no
configuration is required here. See Secrets to configure individual secrets.

HashiCorp Vault

Setting the KMS provider drop-down to HashiCorp Vault exposesthe
following configuration options:

KMS Settings

Vault URL: Enter the Vault server's URL (e.g., http://localhost:8200).

Authentication

Auth provider: The method for authenticating requests to Vault server. Select
oneof Token, AWS IAM,or AWS EC2 .Your selection determines the
remaining Authentication options displayed.

Token-based Authentication

Token: Enter the authentication token. This token will be used only to generate
child tokens for further authentication actions.

AWS IAM Authentication

Use the Authentication method buttons to select one of the following AWS
methods:

e Auto: Uses the AWS instance's metadata service to automatically obtain
short-lived credentials from the IAM role attached to an EC2 instance.
The attached IAM role grants LogStream Workers access to authorized
AWS resources. Can also use the environment variables

AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY .Works only when
running on AWS.

e Manual: If not running on AWS, you can select this option to enter a static
set of user-associated IAM credentials directly or by reference. This is
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useful for Workers notin an AWS VPC, e.g., those running a private cloud. It
prompts you to provide an Access key and a Secret key.

Vault AWS IAM Server ID: Value to use for the Vault-AwS-IAM-Server-ID
header value. This should match the value configured with IAM authentication
on Vault.

Vault Role: Authentication role to use in Vault.

Assume Role

This section is displayed for all AWS IAM authentication methods.

Enable for Vault Auth: Toggle to Yes if you wantto use your Assume Role
credentials to access Vault authentication.

AssumeRole ARN: Enter the Amazon Resource Name (ARN) of the role to
assume.

External ID: Enter the External ID to use when assuming the role.

AWS EC2 Authentication

Vault Role: Enter the authentication role to use in Vault.

Secret Engine

Mount: Mount point of the Vault secrets engine to use. (Currently, only the KVv2
engine is supported.) Defaults to secret .

Secret path: Enter the path on which the LogStream secret should be stored,

e.g.: <somePath>/cribl-secret .

A Inadistributed deployment, the Leader, and each Worker Group,
require a distinct secret. This location cannot be shared between
them.

Advanced

Enable health check: Whether to perform a health check before migrating
secrets data. Defaults to Yes .
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Health check endpoint: Configurable endpoint to use for validating system
health. Defaultsto /v1/sys/health.

What's Next

¥ Securing Data

> Access Management
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Version Control

Tracking, backing up, and restoring configuration changes for single-instance
and distributed deployments

Cribl LogStream integrates with Git clients and remote repositories to provide
version control of LogStream's configuration. This integration offers backup
and rollback for single-instance and distributed deployments.

These options are separate from the Git repo responsible for version control of
Worker configurations, located on the Leader Node in distributed
deployments. We cover all these options and requirements below.

Git Installation (Local or Standalone/Single-
Instance)

To verify that git is available, run:
git --version

The minimum version that LogStream requires is: 1.8.3.1. If you don't have
git installed, see the installation links here.

Git Required for Distributed Deployments

For distributed deployments, git must be installed and available locally on
the hostrunning the Leader Node.

All configuration changes must be committed before they are deployed. The
Leader notifies Workers that a new configuration is available, and Workers pull
the new configuration from the Leader Node.

Committing Changes

Page 211 of 1051



Once Gitis installed, you can commit configuration changes usingthe git
CLI. You can also commit changes interactively, using LogStream's Ul.

Pending commits have a red dotindicator, as shown below. Click Commit to
proceed.

Global Config Version

Includes configurations for Leader and all Groups

Version: | 2021-06-11 03:53:34 (b9d11c6) Commit

IJ Changes

Changes pending commit

Next, in the resulting Commit Changes modal, you can verify the diff'ed
configuration changes. Other options here include clearing individual files'
check boxes to exclude them from the commit (as shown below), and clicking
Undo to reverse the changes instead of committing them.

Commit Changes X

| approve this message.

Files changed (3)
data/samples/VBnau6.json

+1-0]
@ @ local/cribl/inputs.yml w1a
local/cribl/samples.yml +8 -0/

B data/samples/VBnau6.json
@e -0,0 +1 @@

View entire file

+ [{"_raw":"{\n \"id\": \"dns-lookup\",\n \"conf\": {\n \"asyncF

B local/cribl/inputs.yml View entire file

@@ -1,6 +1,6 @@
1 dnputs: 1

B local/cribl/samples.yml

@e -8,3 +8,11 @@ UQron4:

inputs:
2 bus_events: 2 bus_events:
disabled: false + disabled: true
4 samples: 4 samples:
5 - eventsPerSec: 10 5 - eventsPerSec: 10
6 sample: business_event 6 sample: business_event

8 created: 1616199725130 8 created: 1616199725130
9 size: 4205 9 size: 4205
10 numEvents: 5 10 numEvents: 5

+ VBnau6:

+  sampleName: bus_events_20210319.log
+ created: 1616367879591

Undo

Reviewing a pending commit

View entire file

When you're ready to commit to your commit, click Commit. Look for a
Commit successful confirmation banner.
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Reverting Commits

Once Gitis installed, you can revert to a previous commitusing the git CLI.
You can also restore a Worker Group's previous commit using LogStream's Ul:

Select the commit from the Config Version drop-down, as shown below.

Version: 2021-0 Global Config Version !
Includes configurations for Master and all Groups

Version: | 2021-03-19 03:05:03 (3fe3d74) Commit

Sample Data Previev. 5021.03-19 03:05:03 (3fe3d74)

2021-03-19 03:00:07 (3b15629)
Sample Data

Preview lets you shape and control your events so that they look correct

Then, in the resulting Commit modal, verify the diff'ed configuration changes

and click Revert.

B default/cribl/schemas.yml View entire file

@e -0,0 +1,4 @@
1+ cribl_internal:
2 + description: Schema for Cribl LogStream internal logs
3 + sample_schema:
4 + description: A Simple sample schema

B default/cribl/schemas/cribl_internal.json View entire file
@e -0,0 +1,29 @@
1+ ¢
2/ + "$id": "https://example.com/person.schema.json",
3 + "$schema": "http://json-schema.org/draft-07/schema#",
4 + "title": ribl Internal Log",
5 + “"type": "object",
6+  Mrequired": [ "time", "cid", "channel, "level", "message" ],
7+ “properties': {
8 + ttime": {

Cancel Revert

Undoing earlier commits

Finally, confirm permission for LogStream to restart.

Are you sure you want to revert to commit:

57a4d73816cda38c06a6457fb8121c68b3fal4aa

Author: Cribl System <cribleaioedinfanos>
Date: Wed Mar 10 09:03:53 2021 +0000

admin: I approve this message.

Cribl LogStream server will be restarted.

Force Revert No Yes

Support For Remote Repositories
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Git remote repositories are supported - but notrequired - for version control
of all configuration changes.

[] Thisfeaturerequires alLogStream Enterprise or Standard license.

You can configure a Standalone Leader Node with Git remote push capabilities
through the LogStream CLI, or through the LogStream Ul (via global
i Settings (lower left) > Distributed Settings > Git Settings).

To create a repo, see these tutorials:

e Setting Up a Repository (CLI instructions, host-agnostic, from Atlassian).
e Creating a New Repository (specific to GitHub's Web Ul).

e Create a Repo (longer GitHub-specific tutorial, also covers committing
changes).

i Currently, LogStream supports push and pull only against the
master branch on each remote repo.

Several tutorial links and examples on this page point to GitHub,
based on its wide adoption. The basic principles are the same for
other Gitrepo providers, including private Git servers. GitHub's own
Ul and documentation periodically change, and linked tutorials'
screenshots might differ from GitHub's current U.

Remote Formats Supported

Remote URI schema patterns should match this regex:
(?:gitlssh|ftps?|filelhttps?lgital-\w.]+):(\/\/)?2(.*?)(\.git\/?)?
$.

You can find a list of supported formats here.
For example:

e GitHub or other providers:
<protocol>://git@example.com/<username>/<reponame>.git

e Local Gitservers: git://<host.xyz>:<port>/<user>/path/to/repo.git
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Securing Remote Repos

[] Somefilesthatare used by LogStream (both Leader and Worker
Groups) contain sensitive keys; examples are cribl.secret and
...auth/ssh/git.key . These will be pushed to the remote repo as
part of the entire directory structure under version control. Ensure
that this repo is secured appropriately.

Connecting to a Remote with a Personal Access Token
over HTTPS (Recommended)

Criblrecommends connecting to a remote repo over HTTPS. The example
below shows a token-based HTTPS connection to GitHub.

Example: Connecting to GitHub over HTTPS

1. Create a new GitHub repository.

For best results, create a new empty repo, with no readme file and no
commit history. This will prevent git push errors.

Note the user name and email associated with your login to the repo
provider.

2. Create a personal access token with repo scope.
3. Copy the token to your clipboard.

4. In Cribl LogStream, go to global ¥ Settings (lower left) > Distributed
Settings > Git Settings.

5. Fill in the Remote URL field with your repo name. Use the format below:

https://<accesstoken>@github.com/<reponame>.git

For additional details, see GitHub's Creating a Personal Access Token tutorial.

A\ For GitHub repos specifically, use only personal access tokens in the
Remote URL field. GitHub announced its end of support for plaintext
passwords as of August 13,2021.
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Connecting to a Remote with SSH

You can set up SSH keys from the CLI, or upload keys via the UL. If you have a
passphrase set, this functionality is available only through the CLI - see
Encryption: Configuring Keys with the CLI. The example below outlines the Ul
steps.

Example: Connecting to GitHub with SSH

1. Create a new GitHub repository.

For best results, create a new empty repo, with no readme file and no
commit history. This will prevent git push errors.

Note the user name and email associated with your login to the repo
provider.

2. Add an SSH public key to your GitHub account.

3.In Cribl LogStream, go to global global & Settings (lower left) >
Distributed Settings > Git Settings.

4, Fillin the remote repo URL and the SSH private key. In the example format
below, replace <username> with your user name on the repo provider:

Remote URL: <protocol>://git@github.com:
<username>/<reponame>.git

SSH private key: <ssh-private-key>

For GitHub specifically, the URL/protocol format must be:
Remote URL: gitagithub.com:<user>/<reponame>.git

For example:

Remote URL: gitagithub.com:taylorswift/leadsheets.git

5. As the user running LogStream, run this command to add the GitHub keys
to known_hosts :

ssh-keyscan -H github.com >> ~/.ssh/known_hosts

For additional details, see GitHub's Connecting to GitHub with SSH tutorial.

Page 216 of 1051



Worker Processes Vv GIT SETTINGS

/|v Collapse Actions @ (_

Default Commit Message ® = Commit from Master

Distributed Settings
Logging v
Controls

Licensing Authentication Type @

Encryption Keys SSH

Certificates SSH Private Key ® = Enter ssh private key

Local Users

Scripts

LogStream’s Git settings

GitLab Notes

For repos hosted on GitLab, Cribl's general recommendations are:

e Create a GitLab project access token for authentication. See GitLab's
documentation, which also covers project bot conventions.

e With project bots, the first token's username is set to
project_{project_id}_bot . The password is the alphanumeric token.

e Create the token with write_repository scope.

e Specifyaremote URL in HTTPS format - e.g.:

https://localgitlab.<yourdomain.ext>/<yourusername>/cribl.git

GitLab's Repository Settings > Push Rules section includes these two settings
of interest:

e Asneeded, enable Check whether author is a GitLab user.

e Understand the consequences of of enabling Prevent committing secrets
to Git. This blocks commits of .pem and .key files. If you have
certificates or SSH keys configured, this will break commits from
LogStream, throwing only a generic API Error inthe Ul. Check your

git CLlclientfor more-specific diagnostics.

Additional Git Settings

On the Git Settings > General tab, you can change the Authentication Type
fromits SSH default to Basic authentication. This displays two additional
fields:
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e User: Username on the repo.

e Password: Authentication password (e.g., a GitHub personal access token).

Git Settings ~

General | 4

Remote URL @
Scheduled actions =

Authentication Type @

Basic

User ®

Enter user

Password @

Enter password

GitAuthentication Type settings

A GitHub (specifically) does not support Basic authentication.

On the Git Settings > Scheduled Actions tab, you can schedule a Commit, Push,
or Commit & Push action to occur on a predefined interval.

Distributed 1t N Scheduled global actions @

General Settings
None

Git Settings - Commit
General Push

Commit & Push
Scheduled actions |

Git Scheduled Actions selection

For the selected action type, you can define a [cron schedule](cron schedule),
and a commit message distinct from the General tab's
Default Commit Message. Then click Save.

Distributed Management N Scheduled global actions @

Commit & Push

General Settings
NG ELOIEY@R Cron schedule to run selected git action on.
Git Settings N 00 ***

Estimated Schedule:

Thu Oct 15 2020 00:00:00 GMT-0700 (Pacific Daylight Time)
Fri Oct 16 2020 00:00:00 GMT-0700 (Pacific Daylight Time)
Sat Oct 17 2020 00:00:00 GMT-0700 (Pacific Daylight Time)

General

Scheduled actions |
Commit message @

Scheduled daily commit & push ‘

Prev Cancel Save

Saving a Git Scheduled Action
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You can schedule only one type of action. To swap to a different type, select it
from the Scheduled global actions drop-down, and resave. To turn off
scheduled Git commands, select None from the drop-down, and resave.

Pushing Configs to a Remote Repo

Once you've configured a remote, a Git Push button appears in the Changes
overlay. You can use this to copy committed configuration changes to your

remote.

Global Config Version

Includes configurations for Leader and all Groups

19 Changes Nl Version: 2021-05-20 03:08:52 (179335b) cOmmito

Git Push button

Collapse Actions

If you enabled the Git Settings > Collapse Actions option, you will instead see a
combined Commit & Push button in the overlay.

Global Config Version
Includes configurations for Leader and all Groups

. ) 10
1 Changes Ml Version: 2021-05-20 03:08:52 (179335b) Commit & Push

Gitcombined actions button

On a Group's top nay, the Collapse Actions option will display a combined
Commit & Deploy button at the right for the Group's config.

9
Group default v Sources Collectors Destinations Routes Pipelines 10fd71c Commit & Deploy
Manage Packs Q + Add New
ID Description Source Version A Author Actions
HelloPacks Asample pack witha ... file:/opt/cri... 1.0.0 Cribl, Inc. Configure = Upgrade | Export = Remove
pan Palo Alto Networks Pi...  file:/opt/cri..  1.0.0 Brendan Dalpe (... Configure = Upgrade ' Export = Remove

Git combined actions button for a Worker Group
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[] Enabling Collapse Actions with a remote repo simplifies the
Commit Changes confirmation dialog to just a commit Message text
box, and OK and Cancel buttons, omitting the diff view. If you prefer
to inspect configuration changes before committing, keep this
option disabled.

Backing Up Configs Out of Band

Once you've configured your remote repo, changes to all LogStream

config files under the $CRIBL_HOME directory will normally be backed up to
your remote whenever you click the above Git Push or Commit & Push Ul
buttons. The exceptions are:

e Any configuration files you've chosen to store outside $CRIBL_HOME .

e Anyconfiguration files residing in paths you've added to .gitignore .
To back up these files to your remote, you'll need to either:

e Change the above paths/settings, or

e Useanexternal git clientto manually push them.

Troubleshooting Push Errors
To resolve errors commonly encountered when pushing to a remote repo, see:

e GitPush Errors
e GitRemote Repos & Trusted CAs

Restoring Leader from a Remote Repo

If a remote repo is configured and has the latest known good Leader
configuration, this section outlines the general steps to restore the config from
thatrepo.
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] _ / myrepo333 ®©Unwatch~ 1 W star 0 ¥ Fork 0

<> Code Issues 0 Pull requests 0 Actions Projects 0 Wiki Security Insights Settings
Cribl LogStream Master Instance Edit
Manage topics
D 17 commits ¥ 1branch @ 0 packages © 0 releases 42 0 contributors
Branch: master v New pull request Create new file  Upload files  Find file Clone or download ~
-admin: Last commit before failure/crash Latest commit 5631fab [35 seconds ago
B data Initial commit. 3 days ago
8 default/cribl Initial commit. 3 days ago
8 groups admin: latest commit 1 minute ago
[ local admin: Last commit before failure/crash 35 seconds ago
[B» thirdparty/licenses Initial commit. 3 days ago
B .gitignore Initial commit. 3 days ago

Restoring from remote repo

Let's assume that the entire $CRIBL_HOME directory of the Leader is
corrupted, or you're starting from scratch. Let's also assume that the remote
repo has the form:

gitagithub.com:<username>/<reponame>.git .

1. Important: In a directory of choice, untar the same Cribl LogStream
version thatyou're trying to restore, but do not start it.

2. If you are using SSH key authentication, specify the key using the following
command:

GIT_SSH_COMMAND='ssh -i .key -o IdentitiesOnly=yes' git fetch c

3. Ensure that you have proper access to the remote repo:

# git ls-remote gitagithub.com:/.git
56331fabb4822eaec4tcadffdo08d6e9974cle419f HEAD
5631fabb4822eaec4cadffdo08d6e9974cle419f refs/heads/mast

4. Change directoryinto $CRIBL_HOME and initialize git :
# git init

5. Next, add/configure the remote:
# git remote add origin gitagithub.com:

<username>/<reponame>.git

6. Now set up your local branch to exactly match the remote branch:
# git fetch origin

# git reset --hard origin/master
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7. Finally, to confirm that the commits match, run this command while in
$CRIBL_HOME . Note the commit hash:

# git show --abbrev-commit

commit 5631fab (HEAD -> master, origin/master)
Author: First Last

Date: Fri Jan 31 10:16:07 2020 -0500

admin: Last commit before failure/crash

That last step above pulls in all the latest configs from the remote repo, and
you should be able to start the Leader as normal. Once up and running,
Workers should start checking in after about 60 seconds.

A\ Verify cribl.secret

The cribl.secret file - located at

$CRIBL_HOME/local/cribl/auth/cribl.secret - containsthe
secret key that is used to encrypt sensitive settings on configuration
files (e.g., AWS Secret Access Key, etc.). Make sure this file is properly
restored on the new Leader, because itis required to make
encrypted conf file settings usable again.

.gitignore File

A .gitignore file specifies files that git shouldignore when tracking
changes. Each line specifies a pattern, which should match a file path to be
ignored. Cribl LogStream ships with a .gitgnore file containinga number of
patterns/rules, under a section of the file labeled CRIBL SECTION .

.gitignore

# Do NOT REMOVE CRIBL and CUSTOM header lines!

# DO NOT REMOVE rules under the CRIBL section as they may be reintroduced
# You can ONLY comment out rules in the CRIBL section.

# You can add new rules in the CUSTOM section.

### CRIBL SECTION -- DO NOT REMOVE ###

default/ui/**

default/data/ui/*x

bin/**

log/**

pid/**
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data/uploads/#*

diag/**

*x/state/**

### CUSTOM SECTION -- DO NOT REMOVE ###

<User defined patterns/rules go here>

CRIBL Section

AN Do NotRemove CRIBL SECTION or CUSTOM SECTION Headers

The CRIBL SECTION isused by Cribl LogStream to define default
patterns/rules that ship with every version. Do not add or remove
any of the lines here, because Chuck Norris will easily find you!

Maslow's theory of higher needs does not apply to Chuck Norris. He
has only two needs: killing people and finding people to kill.
Seriously, do notremove them, as they will be overwritten on the
next update. The only modifications that will survive updates are
commented lines.

CUSTOM Section

User-defined, custom patterns/rules can be safely defined under the CusTOM
SECTION . Cribl LogStream will not modify the contents of CUSTOM SECTION .

Good candidates to add here include large lookup files - especially large binary
database files. For details, see Git Push Errors: Large Files Detected.

Files skipped with .gitignore

If you have files thatyou've set .gitgnore to skip, you will need to back them
up and restore them by means other than Git. For example, you can
periodically copy/rsync them to a backup destination, and then restore them to
their original locations after you complete the steps above.

Files specifiedin .gitignore are notonlyexcluded from pushes to the
remote repo, but are also excluded from Worker Group config bundles. When
Workers load a new config that references a skipped (and missing) file, this can
produce unexpected results, and usually errors.
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For example, if you add *x/auth/** to .gitignore ,then any certificate/key
files stored in the default $CRIBL_HOME/local/cribl/auth/certs/ path will
be omitted from config deployments, because of a match on the

.../auth/... subdirectory.
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Persistent Queues

LogStream's persistent queuing (PQ) feature helps minimize data loss if a
downstream receiver is unreachable. PQ provides durability by writing data to
disk for the duration of the outage, and forwarding it upon recovery.

Persistent queues are implemented on the outbound side, meaning that each
Source can take advantage of a Destination's queue.

How Does Persistent Queueing Work

Each LogStream output has an in-memory queue that helps itabsorb
temporary imbalances between inbound and outbound data rates. E.g., if there
is an inbound burst of data, the output will store events in the queue, and then
output them at the rate to which the receiver can sync (as opposed to blocking
or dropping them). Only when this queue is full will the outputimpose
backpressure upstream.

Life Without PQ

Backpressure behavior can be configured to one of Block, Drop Events, or (on
Destinations that support it) Persistent Queue. In block mode, the output will
refuse to accept new data until the receiver is ready. The system will back
propagate block "signals" all the way back to the sender (assuming that the
sender supports backpressure, too).

In drop mode, the Destination will discard new events until the receiver is
ready. In some environments, the in-memory queues and their block/drop
behavior are acceptable.

PQ + FIFO = Durability

Persistent queues serve environments where more durability is required (e.g.,
outages last longer than memory queues can sustain), or where upstream
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senders do notsupport backpressure (e.g., ephemeral/network senders).

Engaging persistent queues in these scenarios can help minimize data loss.
Once the in-memory queueis full, the LogStream Destination will write its data
to disk. Then, when the receiver is ready, the output will start draining the
queues in FIFO (firstin, first out) fashion.

Persistent Queue Details and Constraints
Persistent queues are:

e Available on the outputside (i.e., after processing).
e Engaged only when all of that output's receivers exert blocking.
e Drained when at least one receiver can accept data.

e Notinfinitein size. l.e., if data cannot be delivered out, you might run out
of disk space.

e Notable to fully protectin cases of application failure. E.g., in-memory data
might get lost if a crash occurs.

e Notable to protectin cases of hardware failure. E.g., disk failure,
corruption, or machine/host loss.

e TLS-encrypted only for data in flight, and only on Destinations where TLS
is supported and enabled. To encrypt data atrest, including disk
writes/reads, you must configure encryption on the underlying storage
volume(s).

Persistent Queue Support
The following LogStream Destinations support Persistent Queuing:

e Splunk Single Instance
e Splunk Load Balanced
e Splunk HEC

e Kinesis

e Cloudwatch Logs

e SQS

e Azure Monitor Logs

e Azure EventHubs

e StatsD

e StatsD Extended
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e Graphite

e TCPJSON

e Syslog

e Elasticsearch
e Honeycomb
e InfluxDB

e Wavefront

e SignalFx

Configuring Persistent Queueing

Persistent Queueing is configured individually for each output that supports it.
To enable persistent queueing, go to the output's (Destination's) configuration
page and set the Backpressure Behavior control to Persistent Queueing. This
exposes the following additional controls:

e Max file size: The maximum size to store in each queue file before closing
it. Enter a numeral with units of KB, MB, etc. Defaultsto 1 MB .

e Max queue size: The maximum amount of disk space that the queue is
allowed to consume, on each Worker Process. Once this limitis reached,
queueingis stopped, and data blocking is applied. Enter a numeral with
units of KB, MB, etc.

¢ Queue file path: The location for the persistent queue files. This will be of
the form: your/path/here/<worker-id>/<output-id> . Defaults to
$CRIBL_HOME/state/queues .

e Compression: Codec to use to compress the persisted data, once afile is
closed. Defaults to None ; Gzip is also available.

e Queue-full behavior: Determines whether to block or drop events when
the queue is exerting backpressure (because disk is low or at full capacity).
Block is the same behavior as non-PQ blocking, corresponding to the
Block option on the Backpressure behavior drop-down.Drop new data
throws away incoming data, while leaving the contents of the PQ
unchanged.

A Minimum Free Disk Space
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For queuing to operate properly, you must provide sufficient disk
space. You configure the minimum disk space in global & Settings
(lower left) > General Settings > Limits > Min Free Disk Space. If
available disk space falls below this threshold, LogStream will stop
maintaining persistent queues, and data loss will begin. The default
minimum is 5GB. Be sure to set this on your Worker Nodes (rather
than on the Leader Node) when in distributed mode.
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Monitoring

To getan operational view of a Cribl LogStream deployment, you can consult
the following resources.

Monitoring Resources

e Monitoring Page

e Internal Logs and Metrics
e Licensing

e Flows (Beta)

¢ Health Endpoint

Monitoring Page

Select Monitoring from the left nav (distributed deployments) or top nav
(single-instance deployments). The resulting Monitoring page displays
information about trafficin and out of the system, as well as collection jobs and
tasks. It tracks events, bytes, splits by data fields over time, and broader system
metrics.

You can change the display's granularity from the default 15 min usingthe
drop-down at the upper right. Coverage is limited to the previous 24 hours (this
maximum is not configurable).

Byte-related charts show the uncompressed size of processed data. Bytes
in/out are measured based on the size of _raw (meaningthat metrics events
will reflect @ bytes processed, because theyincludeno _raw field).
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Dense displays are condensed to sparklines for legibility. Hover over the right
edge to display Maximize buttons that you can click to zoom these up to

detailed graphs.
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mtr —
shellagent g 86.19KB
statsd

Sparklines and fly-out

You can hover over an expanded graph fly-out to display further details.
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5.44k 4.80eps

2020-12-09 19:39:30

Events In: 524.00
Events Dropped: 524.00
Events Out: 128.00

Throughput details

Data Monitoring

From the Monitoring page's top nav, open the Data submenu to isolate
throughput for any of the following:

e Sources

e Routes

e Pipelines

e Packs

e Destinations

e Data Fields

Overview Data/Pipelines v  System v  Flows (beta) Logs

Q Sources = Name Events In

beats-con
Routes

dc1-logs:beats-conditioning
cribl_mett

kv2json Pipelines dc1-logs:cribl_metrics_roll...

main

PR

Packs aws:cribl_metrics_rollup
masking
mtr Destinations dc1-metrics:cribl_metrics_...
passthru

Data Fields dc1-logs:kv2json
setup-flov

Monitoring > Data submenu (Pipelines selected)

System Monitoring
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From the Monitoring page's top nav, open the System submenu to isolate
throughput for any of the following:

Queues (see Persistent Queues)

Licensing

Jobs (and tasks in-flight, see Collector Sources)

Job Inspector

Overview Data v  System/Jobs v  Flows (beta) Logs
In-flight jobs Queues

Licensing

Jobs

Job Inspector

Monitoring > System submenu (Jobs in-flight selected)

Licensing

Select System > Licensing from the Monitoring page's top nav to check your
licenses' expiration dates, daily data throughput quotas, and daily and 90-day
trailing daily throughput.

Job Inspector

Select System > Job Inspector from the Monitoring page's top nav to view and
manage pending, in-flight, and completed collection jobs and their tasks. For
details about the resulting page, see Monitoring and Inspecting Collection
Jobs.

Flows (Beta)
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Select Flows from the Monitoring page's top nav or e« overflow menu to see a
graphical, left-to-right visualization of data flow through your LogStream
deployment.

Internal Logs and Metrics

Select Logs from the Monitoring page's top nav. LogStream's internal logs and
internal metrics provide comprehensive information about an instance's
status/health, inputs, outputs, Pipelines, Routes, Functions, and traffic.

Health Endpoint

Query this endpointon anyinstance to check the instance's health. (Details
below.)

Types of Logs
LogStream provides the following log types, by originating process:

e APIServer Logs - These logs are emitted primarily by the API/main
process. They correspond to the top-level cribl.log thatshowsupon
the Diag page. These include telemetry/license-validation logs. Filesystem
location: $CRIBL_HOME/log/cribl.log

e Worker Process(es) Logs - These logs are emitted by all the Worker
Processes, and are very common on single-instance deployments and
Worker Nodes. Filesystem location:

$CRIBL_HOME/log/worker/N/cribl.log

e Worker Group Logs - These logs are emitted by all processes thathelp a
Leader Node configure Worker Groups. Filesystem location:
$CRIBL_HOME/log/group/GROUPNAME/cribl.log

LogStream rotates logs every 5 MB, keeping the most recent 5 logs. In a
distributed deployment, all Workers forward their metrics to the Leader Node,
which then consolidates them to provide a deployment-wide view.

Forward Logs and Metrics Externally

LogStream supports forwarding internal logs and metrics to your preferred
external monitoring solution. To make internal data available to send out, go to
Sources and enable the Cribl Internal Source.
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This will send internal logs and metrics down through Routes and Pipelines,
just like another data source. Both logs and metrics will have a field called
source ,settothevalue cribl ,which you can usein Routes' filters.

Note that the only logs supported here are Worker Process logs (see Types of
Logs above). You can, however, use a Script Collector to listen for APl Server or
Worker Group events.

For recommendations about useful Cribl metrics to monitor, see Internal
Metrics.

i CriblMetrics Override

The Disable field metrics setting - in global % Settings (lower left) >
System > General Settings > Limits - applies only to metrics sent to
the Leader Node. When the Cribl Internal Source is enabled,
LogStream ignores this Disable field metrics setting, and full-fidelity
data will flow down the Routes.

Search Internal Logs

LogStream exists because logs are great and wonderful things! Using its
Monitoring > Logs page, you can search all LogStream's internal logs at once -
from a single location, for both Leader and Worker Nodes. This enables you to
query across all internal logs for strings of interest.

The labels on this screenshot highlight the key controls you can use (see the
descriptions below):

Stats  Sources  Routes  Pipelines  Destinations  Data Licensing  Logs
Worker Process 1 (6 34 1 hourago @)
Fields @) Main | Al | None | Time et

> 2020-05-22T23:40:58.922Z

Main Fields ime: "2020-05-22T23:40:58.9222", i sender”, dropped: @, total: 240 }
i £ 2020-05-22723:40:53.353Z  { time: "2020-05-22T23:40:53.353Z", VeEP: 1, blockedEP: 0, endtime: 159

7 time {ti i blocked dti
cid > B 2020-65-22T23:39:58.779Z  { time: "2620-05-22T23:39:58.7792", sender", dropped: 0, total: 240 }
&4 channel
g > 2020-65-22723:39:53.352Z  { time: "2020-05-22T23:39:53.3522", EP: 1, blockedEP: @, endtime: 1590
level

> 2020-05-22T23:38:58.623Z  { time: "2020-65-22T23:38:58.6232", jer", dropped: 9, total: 240 }
message

> 2020-05-22T23:38:53.353Z  { time: "2020-65-22T23:38:53.3532", EP: 1, blockedEP: 0, endtime: 1590
activeEP > Bl 2020-05-22723:37:58.478Z  { time: "2020-05-22T23:37:58.4782", jer", dropped: 0, total: 246 }
blockedEP

> B 2020-05-22723:37:53.348Z  { time: "2020-05-22T23:37:53.348Z", ci activeEP: 1, blockedEP: 0, endtime: 1590
dropped
endtime > Bl 2020-05-22723:36:58.3242  { time: "2020-05-22T23:36:58.3242", ender", dropped: 0, total: 240 }
inBytes > Bl 2020-05-22T23:36:53.3452  { time: "2020-05-22T23:36:53.3452", ch activeEP: 1, blockedEP: 6, endtime: 1590
infvents > B 2020-05-22723:35:58.1772  { time: "2020-05-22723:35:58.1772", ch der™, dropped: 0, total: 240 }
outBytes

> 2020-05-22T23:35:53.342Z  { time: "2020-65-22T23:35:53.3422", ch: ctiveEP: 1, blockedEP: 0, endtime: 1590
outEvents
provider > B 2020-05-22723:34:58.024Z  { time: "2020-05-22T23:34:58.024Z", ch: der", dropped: 0, total: 248 }
starttime > D 2020-05-22T23:34:53.336Z  { time: "2020-05-22T23:34:53.3362", ch activeEP: 1, blockedEP: 0, endtime: 1590
total > Bl 2020-05-22T23:33:56.894Z  { time: "2020-05-22723:33:56.8942", ch sender™, dropped: 0, total: 240 }
user

> 2020-05-22T23:33:53.334Z  { time: "2020-05-22T23:33:53.3342", 5 ch ctiveEP: 1, blockedEP: 0, endtime: 1590

> B 2020-05-22723:32:56.744Z  { time: "2020-05-22T23:32:56.744Z", cid: "wl", channel: "clustercomn”, level: "info", message: "metric sender", dropped: 0, total: 246 }

Logs page (controls highlighted)
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1. Log file selector: Choose the Node to view. In a Distributed Deployment,
this list will be hierarchical, with Workers displayed inside their Leader.

2. Fields selector: Click the Main | All | None toggles to quickly select or
deselect multiple check boxes below.

3. Fields: Select or deselect these check boxes to determine which columns
are displayed in the Results pane atright. (The upper Main Fields group
will contain data for everyevent; other fields might not display data for all
events.)

4. Time range selector: Select a standard or custom range of log data to
display.

5. Search box: To limit the displayed results, enter a JavaScript expression
here. An expression must evaluateto truthy to return results. You can
press Shift+Enter to insert a newline.

Typeahead assist is available for expression completion:

’ channel == "clustercomm" && cid

) M cid const cid: string(
Time Event

> [ 2020-05-21T17:46:03.422Z { time: "2020-05-21T17:46:03.422Z", cid: "we", channel: "clustercomm", level: "warn", message: "metric sender",

Click afield in any event to add it to a query:

channel == "clustercomm"

Time Event

> 2020-05-21T17:46:03.422Z { time: "2020-05-21T17:46:03.422Z", cid: "wd", channel: "clustercomm",

Click other fields to append them to a query:

channel == "clustercomm" && level == "warn"
Time Event
> 2020-05-21T17:46:03.422Z { time: "2020-05-21T17:46:03.422Z", cid: "we", channel: "clustercomm", level: "warn",

Shift+click to negate a field:

[ channel == "clustercomm" && level == "warn" && message != "metric sender"|

Time Event

> 2020-05-21T17:46:03.422Z { time: "2020-05-21T17:46:03.422Z", cid: "we", channel: "clustercomm", level: "warn", message: "metric sender",

Page 235 of 1051



1 Tomodify the depth of information that s originally input to the
Logs page, see Logging Settings.

6. Click the Search box's history arrow (right side) to retrieve recent queries:

%

Recent Searches

7. The Results pane displays most-recent events first. Each event's icon is
color-coded to match the event's severity level.

Click individual log events to unwrap an expanded view of their fields:

\% 2020-05-25T02:12:54.568Z

0 time: 2020-05-25T02:12:54.568Z
a cid:wl

o channel: clustercomm

a level: info

a message: metric sender

# dropped: @

# total: 523

Logging Settings

Through LogStream's global Settings, you can adjust the level (verbosity) of
internal logging data processed, per logging channel. You can also redact fields
in customized ways.

Change Logging Levels

Select global ¥ Settings (lower left) > System > Logging > Levels to open the
Manage Logging Levels page. Here, you can:

* Modify one channel by clicking its Level column. In the resulting drop-
down, you can set a verbosity level ranging from error up to debug. (Top of
composite screenshot below.)

e Modify multiple channels by selecting their check boxes, then clicking the
Change log level drop-down at the bottom of the page. (Bottom of
composite screenshot below.) You can select all channels at once by
clicking the top check box. You can search for channels at top right.
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Settings
View, edit and manage system settings.

System ~  Manage Logging Levels Q
Infc ation
normatiol Channel v Level
General Settings DEFAULT info
Worker Processes APIProcessThrottleMgr info
Distributed Settings ArtifactReaper info
auth info
Logging ~
auth:sso info
Levels
breaker error
Redactions
clustercomm warn
Controls ClusterThrottleGroup (D
debug
Licensing [«
Encryption Keys CollectorCache info
info
Certificates collectors
commands info
Local Users
configuration info
Scripts
cribl info
Diagnostics
CribIMaster info
Third-Party Credits rror info
APl Docs warn info
Info info
debug nfo

Manage Logging Levels page

Change Logging Redactions

Select global ¥ Settings (lower left) > System > Logging > Redactions: to open
the Redact Internal Log Fields page. Here, you can customize the redaction of
sensitive, verbose, or just ugly data within LogStream's internal logs.

Redact Internal Log Fields
Custom Redact String @ = REDACTED
Additional Fields @ | : field1 x : field3 x

Default Fields ® | : awsSecretkey : passphrase  :authToken : azureStorageAccountKey : password  :workspaceKey  :team token

Redact Internal Log Fields page

It's easiest to understand this page's fields from bottom to top:

o Default fields: LogStream always redacts these fields. You can't modify this
list.

o Additonalfields: Type or paste in the names of other fields you want to
redact. Use a tab or hard return to confirm each entry.

e Customredact string: Unless this field is empty, it defines a literal string
that will override LogStream's default redaction pattern, explained below.

Default Redact String
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By default, LogStream transforms this page's selected fields by applying the
following redaction pattern:

e Echo the field value's first two characters.
e Replace allintermediate characters with a literal ... ellipsis.

e Echo thevalue's last two characters.

Anything you enter in the Custom redact string field will override this default

Health Endpoint

Each LogStream instance exposes a health endpoint- typically usedin
conjunction with a Load Balancer - that you can use to make operational

decisions.

Health Check Endpoint Healthy Response

curl
http(s)://<host>: {"status":"healthy"}
<port>/api/vl/health
curl .
{"status":"healthy","startTime":1617814717110}
http(s)://<host>: .
] (see details below)
<port>/api/vil/health

Specifically, the health endpointcan return one of the following response
codes:

200 - healthy.
400 - an auth token was provided, but does not match any provisioned token.
503 - server busy: too many concurrent connections (configurable).
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Internal Metrics

When sending LogStream metrics to a metric system of analysis, such as
InfluxDB, Splunk or Elasticsearch, some metrics are particularly valuable. You
can use these metrics to set up alerts when a Worker Node is having a problem,
a Node is down, a Destination is down, a Source stops providing incoming
data, etc.

LogStream reports its internal metrics within the LogStream Ul (in the same
way thatitreports internal logs at Monitoring > Logs). To expose metrics for
capture or routing, enable the Cribl Internal Source > CriblMetrics section.

By default, LogStream generates internal metrics every 2 seconds. To consume
metrics at longer intervals, you can use or adaptthe cribl-metrics_rollup
Pipeline that ships with LogStream. Attach it to your Cribl Internal Source as a
pre-processing Pipeline. The Pipeline's Rollup Metrics Function has a default
Time Window of 30 seconds, which you can adjust to a different granularity as
needed.

You can also use our public endpoints to automate monitoring using your own
external tools.

Counter-type metrics in LogStream do not monotonically increase or decrease.
They are reset at the end of each reporting period. LogStream does not report
counters when their value is 0. For example, if there aren't any Destinations
reporting dropped events then the total.dropped_events metricwon'tbe
reported because its value would be 0.

Total Throughput Metrics

Five important metrics below are prefixed with total. These power the top
of LogStream's Monitoring dashboard. The first two report on Sources, the
remainder on Destinations.

e total.in_bytes
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e total.in_events
e total.out_events
e total.out_bytes

e total.dropped_events (newin LogStream 2.4) - helpful for discovering
situations such as: you've disabled a Destination without noticing.

Interpreting Total Metrics

These total. metrics' values could reflect LogStream's health, but could also
report low activity simply due to the Source system. E.g., logs from a store site
will be low at low buying periods.

Also, despite the total. prefix, these metrics are each specific to the
Worker Process that's generating them.

You can distinguish unique metrics by their #input=<id> dimension. For
example, total.in_events|#input=foo would be one unique metric;
total.in_events|#input=bar would be another.

System Health Metrics

Five specific metrics are most valuable for monitoring system health. The first
two are LogStream composite metrics; the remaining three reporton your
hardware or VM infrastructure. These metrics are not exported as part of Cribl
Internal Source to routes/pipelines therefore they must be obtained using the
REST endpoint documented on this page.

e health.inputs

health.outputs -seethe JSON Examples below for both health.
metrics.

system.load_avg

system.free_mem

system.disk_used -valuableif you know your disk size, especially for
monitoring Persistent Queues. Here,a 0 value typically indicates that the
disk-usage data provider has not yet provided the metric with data.
(Getting the first value should take about one minute.)

All of the above metrics take these three values:

e 0 =green=healthy.

e 1 =yellow=warning.
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e 2 =red=trouble.

Health Inputs/Outputs JSON Examples

The health.inputs metrics are reported per Source, and the
health.outputs metrics per Destination. The health.inputs example
below has two configured Sources, and two LogStream-internal inputs. The
health.outputs exampleincludes the built-in devnull Destination, and six
user-configured Destinations.

Given allthe 0 values here, everythingisin good shape!

"health.inputs": [
{ "model": { "ci": "http:http", "input": "http:http" }}, "val": o},

{ "model": { "ci": "cribl:CriblLogs", "input": "cribl:CriblLogs" }},
{ "model": { "ci": "cribl:CriblMetrics", "input": "cribl:CriblMetric
{ "model": { "ci": "datagen:DatagenWeblog", "input": "datagen:Datage
1,

"health.outputs": [
{ "model": { "output": "devnull:devnull" }}, "val": @},

{ "model": { "output": "router:MyOut1" }}, "val": 0},

{ "model": { "output": "tcpjson:MyTcpOutl" }}, "val": 0},
{ "model": { "output": "router:MyOut2" }}, "val": 0},

{ "model": { "output": "tcpjson:MyTcpOut2" }}, "val": 0},
{ "model": { "output": "router:MyOut3" }}, "val": 0},

{ "model": { "output": "router:MyOutz" }}, "val": 0 }

]r

Worker Resource Metrics

As of LogStream 2.4.4, the Cribl Internal Source reports useful two metrics on
individual Worker Processes' resource usage:

e system.cpu_perc ) - CPU percentage usage.

e system.mem_rss - RAM usage.

Persistent Queue Metrics
Five metrics below are valuable for monitoring Persistent Queues' behavior:

® pg.queue_size
e pg.in_bytes
e pg.in_events

e pg.out_events
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e pqg.out_bytes

These are aggregate metrics. But you can distinguish unique metrics per queue
Destination, using the #output=<id> dimension. For example,
pg.out_events|#output=kafka would be one unique metric;
pg.out_events|#output=camus would be another.

Other Internal Metrics

The Cribl Internal Source emits other metrics that can be useful in downstream
dashboards for understanding LogStream's behavior and health. These
include:

cribl.logstream.total.activeCxn - Total activeinbound TCP
connections.

e cribl.logstream.pipe.in_events -Inbound events per Pipeline.
e cribl.logstream.pipe.out_events - Outbound events per Pipeline.
e cribl.logstream.pipe.dropped_events - Dropped events per Pipeline.

e cribl.logstream.metrics_pool.num_metrics - The total number of
unique metrics that have been allocated into memory.

e cribl.logstream.collector_cache.size - Each Collector function
( default/cribl/collectors/<collector>/index.js )is
loaded/initialized only once per job, and then cached. This metric
represents the current size of this cache.

e cribl.logstream.cluster.metrics.sender.inflight - Number of
metric packets currently being sentfrom a Worker Process to the API
Process, via IPC (interprocess communication).

e cribl.logstream.blocked.outputs - Blocked Destinations.
e cribl.logstream.pq.queue_size - Currentqueue size, per Destination,
per Worker Process.

e cribl.logstream.host.in_bytes -Inbound bytesfrom a given host
(hostis a characteristic of the data).

e cribl.logstream.host.in_events -Inbound eventsfrom a given host
(hostis a characteristic of the data).

e cribl.logstream.host.out_bytes - Outbound bytes from a given host
(hostis a characteristic of the data).

e cribl.logstream.host.out_events - Outbound events froma given
host (hostis a characteristic of the data).

cribl.logstream.route.in_bytes -Inbound bytes per Route.
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cribl.logstream.route.in_events - Inbound events per Route.

cribl.logstream.route.out_bytes - Outbound bytes per Route.

cribl.logstream.route.out_events - Outbound events per Route.

cribl.logstream.sourcetype.in_bytes -Inbound bytes per
sourcetype.

e cribl.logstream.sourcetype.in_events -Inbound events per
sourcetype.

e cribl.logstream.sourcetype.out_bytes - Outbound bytes per
sourcetype.

e cribl.logstream.sourcetype.out_events - Outbound events per
sourcetype.

Other Metrics Endpoints and Dimensions

Below is basicinformation on usingthe /system/metrics endpoint,the
/system/info endpoint,andthe cribl_wp dimension.

/system/metrics Endpoint

/system/metrics isLogStream's primary public metrics endpoint, which
returns mostinternal metrics. Note that many of these retrieved metrics report
configuration only, not runtime behavior. For details, see our API Docs.

/system/info Endpoint

/system/info generates the JSON displayed in the LogStream Ul at global
1 Settings (lower left) > Diagnostics > System Info. Its two most useful
properties are loadavg and memory .

loadavg Example

"loadavg": [1.39599609375, 1.22265625, 1.31494140625],

This property is an array containing the 1-, 5-, and 15-minute load averages at
the UNIX OS level. (On Windows, the return value is always [0, @, 0] .) For
details, see the Node.js os.loadavg() documentation.

memory Example

"memory": { "free": 936206336, "total": 16672968704 },
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Divide total / free to monitor memory pressure. If the result exceeds 90%,
this indicates a risky situation: you're running out of memory.

cpus Alternative

The cpus metricreturns an array of CPU/memory key-value pairs. This
provides an alternative way of understanding CPU utilization, butitrequires

you to query all your CPUs individually,

cribl_wp Metric Dimension

cribl_wp is auseful dimension thatidentifies the Worker Process that

processed each event.
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Notifications

In LogStream 3.1 or later, you can configure Notifications about Destinations
thatreporterrors, Destinations experiencing backpressure, and pending
LogStream license expiration.

Notifications are not designed to take the place of alerts on your overall
infrastructure's health - but they warn you about conditions that could impede
expected data output from LogStream.

[] Notifications require an Enterprise or Standard license, without
which the configuration options described below will be hidden or

disabled in LogStream's Ul.

Notifications and Targets

Every Notification is sent to one or more targets. By default, any Notification
that you configure will have a target of System Messages .Whena
Notification is triggered, it will add an indicator on the left nav's [] Messages
tab. Click this to view details in a fly-out, as shown below. All Notifications will
also be sent as events to LogStream's internal logs - both application-wide,
and with a filtered view available on affected Destinations.

All (1) Warning (1)

Notification
Destination splunk:splunk in group dc1-logs X
is unhealthy
i) Changes 2 minutes ago
il
E] Messages Clear All

@ Help

System Messages pane
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You can also send any Notification to additional targets, using LogStream's
native PagerDuty integration and/or by specifying custom webhooks. For
details, see Configuring Targets.

Notifications and RBAC

Notifications work with LogStream's role-based access control. For users with
non-administrative permissions, their assigned Roles and Policies determine
the Worker Groups on which they can view Notification messages, and can
create and manage Notifications and targets

Configuring Notifications

Destination-unhealthy notifications, and license-expiration notifications, are
configured separately.

Destination-Unhealthy Notifications

You create health Notifications on individual Destinations. Each Notification
will trigger when that Destination's health has been in "red" status (as
indicated on the Ul's Monitoring page) over the trailing Time window that you
configure in the Notification Settings below.

The algorithm has slight variations among Destination types, but red status
generally means that = 5% of health checks, aggregated over the
Time window, reported either:

e Anerrorinhibiting the Destination's normal operation, such as a
connection error; or

e For multiple-output Destinations like Splunk Load Balanced or
Output Router, >50% of the Destination senders in an error state.
Configuring Health Notifications
To start configuring a Destination-unhealthy Notification:

1. Configure and save the Destination.

2. Access this Destination's Notifications tab. Either:
e Click the Notifications button on the Manage...Destinations page's
appropriate row, or
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e Reopen the Destination's config modal, and click its Notifications tab.

3. Click + Add New to access the New Notification modal shown below.

Groups > dc1-logs » Destinations > splunk > splunk X
Configure Status Charts Live Data Logs Test Notifications Help DB
Q Search notifications + Add New
Notification ID Group ID Condition Targets Enabled Actions
Splunk-unhealthy dc1-logs Unhealthy Destination sns-notify ao Delete = View Events
———— e e e
e e e e e e e e e ——— e ————— e - — - -~
Groups > dc1-logs > Destinations > splunk > splunk > New Notification X
Notification Settings ID* Enabled

Enter ID
Metadata
Condition* @

Unhealthy Destination

Notification targets @

Create X

Default target: System Messages
+ Add target

Destination name* @

Time window @

60s

Configuring a Destination Notification (composite screenshot)

The New Notification modal provides Notification Settings and Metadata tabs,
whose controls are listed in the respective sections below.

Notification Settings

ID: Enter a unique ID for this Notification. (Cribl recommends using a string that
will make the Notification's purpose clear.)

Condition: Select Unhealthy Destination . (Thisisthe onlytriggering
condition currently available. See What's Next below.)

Notification targets: The Default target is always always locked to
System Messages . Click Add target to send this Notification to additional
targets. You can add multiple targets.

e Usetheresulting Notification targets drop-down to select any target
you've already configured.

e Click Create to configure a new target. (See Configuring Targets for
details.)

Destination name: This is locked to the Destination on which you're setting this
Notification.
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Time window: Defines the time range over which unhealthy status will trigger a
Notification. The default 60s will trigger a Notification when this Destination
has reported mostly-unhealthy status over the past 60 seconds. To enter
alternative numericvalues, append units of s for seconds, m for minutes, h

for hours, etc.

Metadata

Click Add field here to add custom metadata fields to your Notifications, as key-

value pairs:
Name: Enter a name for this custom field.

Value: Enter a JavaScript expression that defines this field's value, enclosed in

quotes or backticks. (Can evaluate to a constant.)

[] Onceyou've saved your Notification, you can see Notification events
specific to this Destination on the Destination config modal's
Events tab. For a comprehensive view of all Notification events, see
the systemwide Events Tab.

License-Expiration Notifications

To preventinterruptions in data throughput, you can configure a Notification
that will be triggered two weeks before your LogStream paid license expires,
and then again upon expiration. (If the two-week Notification is cleared from
the [] Messages tab between those dates, but the license has not been
extended, it will trigger again.)

Configuring License-Expiration Notifications

1. Select global % Settings (lower left) > Licensing.

2. Click + Add expiration notification to access the New Notification modal

shown below.

Page 248 of 1051



Settings

System o Licensing Information + Add license + Add expiration notification

Information

General Settings

Worker Processes

Settings > licensing > New Notification X

Distributed Settings

. Notification Settings ID* Enabled
Logging v
Enter ID
Metadata
Controls Condition* @
Upgrade Heeneet
Notification targets @
Access Management ~ [

Create X

Authentication Default target: System Messages
Local Users + Add target

Roles

Security v

Licensing |

Configuring an expiration Notification (composite screenshot)

This New Notification modal provides Notification Settings and Metadata tabs,
with a subset of the controls available in the Destination-unhealthy modal:
Notification Settings

ID: Enter a unique ID for this Notification.

Condition: This modal's triggering condition is locked to License

Expiration .

Notification targets: The Default target is always always locked to System
Messages . Click Add target for each additional target that you want to send
this Notification to.

e Usetheresulting Notification targets drop-down to select any target
you've already configured.

e Click Create to configure a new target. See Configuring Targets for details.

Metadata

The options here are identical to those on the Destination-unhealthy modal's
Metadata tab.

Managing Notifications

The Manage Notifications page provides global display and controls for all
your configured Notifications, targets, and triggered Events - across all
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Destinations and all Worker Groups. To access this page:

e Inadistributed deployment, click the left nav's (!) Notifications tab.

e Inasingle-instance deployment, click the top nav's Notifications tab.

Notifications Tab

This tab lists all your configured Destination-unhealthy Notifications, across all
Destinations, along with any configured license-expiration Notifications. You
can't create new Notifications here, but you can disable or delete existing
Notifications; you can also click on any Notification's row to open and modify
its configuration.

- Manage Notifications

Notifications  Targets Events

[at

Notification ID Group ID Condition Targets Enabled Actions

license_expiring License Expiration Delete = View Events

splunk_down aws Unhealthy Destination ao Delete = View Events

Notifications tab

Targets Tab

This tab is where you centrally configure and manage targets that are available
across LogStream, to all Destination- and license-based Notifications. See
Configuring Targets for details.

Events Tab

This tab displays logged events that have been fired by all your configured
Notifications. You can filter by search string, and by lookback time.

What's Next

In future LogStream releases, Cribl plans to expand the Notifications feature
with options to configure additional triggering conditions and time
resolutions.
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Configuring Targets

To add a new Notification target from the Manage Notifications page's Targets
tab:

1. Click + Add New to open the New Target modal shown below.
2. Give this target a unique Target ID.

3. Set the Target type to either PagerDuty or Webhook. Then configure the
targetaccording to the corresponding section below.

‘ Manage Notifications

Notifications  Targets Events

Q + Add New

Target ID Type Actions

Notifications > targets > New Target

General Settings Target ID* @

Target type* @

|

Webhook

PagerDuty

Adding a new target (composite screenshot)

[l Notifications require an Enterprise or Standard license, without
which all the target configuration options described on this page will
be hidden or disabled in LogStream's Ul.

PagerDuty Targets
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This option sends LogStream Notifications to the PagerDuty real-time incident
response platform, using LogStream's native integration with the PagerDuty
API. Select Target type: PagerDuty to expose the following additional options
on the modal's (single) General Settings left tab:

Routing key: Enter your 32-character Integration key on a PagerDuty service or
global ruleset.

Group: Optionally, specify a PagerDuty default group to assign to LogStream
Notifications.

Class: Optionally, specify a PagerDuty default class to assign to LogStream
Notifications.

Component: Optionally, a PagerDuty default component value to assign to
LogStream Notification. (This field is prefilled with logstream .)

Severity: Set the default message severity for events sent to PagerDuty.
Defaultsto info ;you caninstead select error , warning ,or critical.

(Will be overridden by the __severity value, if set.)

Webhook Targets

This option enables you to send LogStream Notifications to an arbitrary
webhook. Select Target type: Webhook to expose multiple left tabs, with the
following configuration options:

General Settings
The added options that appear on this first left tab are:

URL: The endpoint that should receive LogStream Notification events.

Method: Select the appropriate HTTP verb for requests: POST (the default),
PUT ,or PATCH.

Format: Specifies how to format Notification events before sending them to
the endpoint. Select one of the following:

e NDJSON (newline-delimited JSON, the default).
e JSON Array .

e Custom ,which exposes these additional fields:
e Source expression: JavaScript expression whose evaluation shapes
the eventto send to the endpoint. E.g.: ${fieldA}, ${fieldB}.
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Defaultsto __httpOut (meaningthevalue ofthe __httpout field).

e Drop when null: Toggle to Yes if you wantto to drop events where
the above Source expression evaluates to null .

e Content type: Defaultsto application/x-ndjson .You can
substitute a different content type for requests sent to the endpoint.
This entry will be overridden by any content types set in this modal's
Advanced Settings tab > Extra HTTP Headers section.

Processing Settings

The options on this left tab are identical to those on the
Webhook Destination's Processing Settings tab, except that here, the default
System fields entryis cribl_host .

Advanced Settings

The options on this left tab are identical to those on the Webhook Destinations

Advanced Settings tab.
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Upgrading

This page outlines how to upgrade a Cribl LogStream single-instance or
distributed deployment along one of the following supported upgrade paths:

o V2.x==>V2.x || v3.x
e V1.7.x/v2.0.x ==>V2.X.X || v3.x

e vl.6.xorbelow==>v1.7.x==>v2.x.x || v3.x

A LogStream does not supportdirectupgrades from a Beta to a GA
version. To get the GA version running, you must perform a new

install.

See notes on Upgrading from LogStream 2.2 or Prior Versions below.

Standalone/Single-Instance

This path requires upgrading only the single/standalone node:
1. Stop LogStream.
2. Uncompress the new version on top of the old one.

On some Linux systems, tar mightcomplain with: cribl/bin/cribl:
Cannot open: File exists.In thiscase, please remove the
cribl/bin/cribl directory if it's empty, and untar again. If you have
custom functionsin cribl/bin/cribl , please move them under
$CRIBL_HOME/local/cribl/functions/ before untarring again.

3. Restart LogStream.

Distributed Deployment
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For adistributed deployment, the order of upgrade is: Upgrade first the Leader
Node, then upgrade the Worker Nodes, then commit and deploy the changes
on the Leader.

Upgrade the Leader Node

1. Commit and deploy your desired last version. (This will be your most
recent checkpoint.)

e Optionally, git push toyour configured remote repo.
2. Stop Cribl LogStream.

e Optional but recommended: Back up the entire $CRIBL_HOME
directory.

e Optional: Check that the Worker Nodes are still functioning as
expected. In the absence of the Leader Node, they should continue to
work with their last deployed configurations.

3. Uncompress the new LogStream version on top of the old one.
4. Restart LogStream and log back in.

5. Wait for all the Worker Nodes to report to the Leader, and ensure that they
are correctly reporting the last committed configuration version.

i Workers' Ul will not be available until the Worker version has been
upgraded to match the version on the Leader. Errors like those
below will appear until the Worker nodes are upgraded.

Manage Worker Nodes 4 1 4 1] 1 1
View and manage Workers. WORKERS GROUPS ALNE UNHEALTHY SOFTWARE VERSIONS CONF VERSIONS
C a
o o# GUID Host Status Group CPUs RAM Last Time Start Time Config Ve... Version
Vo1 bee650c4-97e5-459-babe-9dad  cafbdd307bcd alive default 6 1.94GB 2020-06-0513...  2020-06-05 13. 8339833 2.1.4-bc26.
Worker Info Worker Details
GUID: bee650c4-97e5-4f59-babe-9dad4b9018be firsthisgTine: 1591388339455

ule
650c4-9Te5-4f59-babe-9dadbo018bel
110 items...

gTime: 1591389368748
status: healthy
workerProcesses: 2

Host:  cafbd4307bcd
Status: alive
Group:  default
CPUs 6
RAM:  194GB
Last Time:  2020-06-05 13:36:08
StartTime: 20200605 13:18:559
Config Version: 8339833
Version:  2.1.4-bc260796

Restart

> 2 b396df9e-6e49-488d-8479-0b5C 1e9aTeebS5765 alive default 6 1.94GB 2020-06-05 13...  2020-06-05 13.. 8339833 21.4-bc26.
>3 8c091520-9af8-41¢f-b937-06735  8040c4512bel alive default 6 1.94GB 2020-06-0513...  2020-06-05 13.. 8339833 21.4-bc26..
> 4 83a2153-7466-45d9-b2fe-aab2l 5841d4cc25ch alive default 6 1.94GB 2020-06-0513...  2020-06-05 13. 8339833 2.1.4-bc26.
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Worker Node version mismatch

Upgrade the Worker Nodes

These are the same basic steps as when upgrading a Single Instance, above:
1. Stop Cribl LogStream on each Worker Node.
2. Uncompress the new version on top of the old one.

3. Restart LogStream.

Commit and Deploy Changes from the Leader Node

1. Ensure that newly upgraded Worker Nodes report to the Leader with their
new software version.

2. Commit and deploy the newly updated configuration only after all Workers
have upgraded.

Manage Worker Nodes 4 1 4 0 1 1
View and manage Workers WORKERS GROUPS ALIVE INHEALTHY SOFTWARE VERSIONS CONF VERSIONS
C a
o o# GUID Host Status Group CPUs RAM Last Time Start Time Config Ve...  Version
v b396df9e-6ed9-488d-8479-0b501c..  1e9aTeeb5765 alive default 6 1.94GB 2020-06-05 14:...  2020-06-05 13:.. 8339833 22.0-RC4-8..
Worker Info Worker Details
GUID:  b396df9e-649-488d-8479-06501¢9dbe6Ss irstMsgTime: 1501380908446
Host:  1eJaleeb5765
Status: alive
Group:  default
cPUs: 6
RAM:  1094GB
Last Time:  2020-06-05 14:15:26
StartTime:  2020-06-05 13:46:38
Config Version: 8339833
Version:  2.2.0-RC4-8b3achf4
Restart
v 2 f83a2153-7466-45d9-b2fe-aab2b6...  5841ddcc25ch alive default 6 1.94GB 2020-06-05 14:..  2020-06-05 13:.. 8339833 22.0-RC4-8..
Worker Info Worker Details

GUID:  83a2153-7466-45d9-b2fe-aab2bGedce0d FirstMsgTime: 1591390006088

Host:  5841d4cc25ch

status: [ alive
Group:  default

CPUS: 6

RAM: 1.94GB
Last Time:  2020-06-05 14:15:34
Start Time:  2020-06-05 13:46:46
Config Version: 8339833
Version:  2.2.0-RC4-8b3achf4

Restart

Post-2.1.4 upgrade to 2.2

Upgrade and Rollback via the Ul (Beta Feature)
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LogStream v.2.4.4 and higher provide streamlined options to upgrade the
Leader Node (or single instance), as well as Worker Nodes, directly through the
UL. In LogStream 3.0 or higher, go to global % Settings (lower left) > System >
Upgrade. These streamlined controls perform the whole above sequence of
stopping the LogStream server, updating the installed package, and restarting
LogStream.

LogStream 3.0 (or higher) also enables you to manage automatic backup and
rollback in case an upgrade fails.

[] Theseoptions are still experimental. As the Ul warns: Use them in
production atyour own risk, and always back up your current
installation before proceeding. These options will work only if all
LogStream instances (including Worker Processes) start atv.2.4.4 or
higher.

Be aware that the Checking for upgrade status message, and its
accompanying spinner, can take up to several minutes to resolve.
Also, after you initiate an upgrade, it can take up to several minutes
before the View button (described below) is displayed.

The following controls are available:

Package source: The default CDN button downloads a package directly from
Cribl's content delivery network. Selecting the alternative Path button exposes
these additional controls:

o Package location: Enter either a URL (HTTP) or a local path to the upgrade
package.

o Package hash location: Enter either a URL (HTTP) or a local path to the
hash that validates the package. Supports sha256 and md5 formats. (You
can simply append .sha256 to the contents of the Package location field.)

e Save/Cancel buttons: Click Save to store the specified locations. Clicking
Cancelrestores the CDN package-source selection.

Upgrade/Upgrade Leader

In a Single-instance deployment, the Upgrade button is the only other control
provided. In a Distributed deployment, the Upgrade button is displayed on an
Upgrade Leader tab, and clicking it upgrades the Leader Node. (As with manual
upgrades, always upgrade the Leader before upgrading the Workers.)
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Upgrade Worker Groups

This second tab, displayed only in distributed deployments, shows each
Worker Group's status.

Upgrade Leader Upgrade Worker Groups

Q

# Group Worker nodes Versions Actions

1 dcl-logs 2 42.0(2)
2 aws 1 42.0(1)

3 dc1-metrics 1 42.0(1)

Upgrade Worker Groups tab

i Upgrading Workers from the Leader requires a LogStream Standard
or Enterprise license.

Click any row's Upgrade button to upgrade that group. The resulting
Upgrade Group dialog offers two states: Basic Upgrade and Advanced Upgrade.

Basic Upgrade Configuration

In this default Upgrade Group dialog, you can simply upgrade the whole Group,
by clicking the dialog's Upgrade button to confirm.

LogStream will check to ensure that Workers are upgraded no higher than the
Leader's version. Upgrades are performed as the user that was running
LogStream on each machine.

Advanced Upgrade Configuration
Click Advanced configuration to expose these additional options:

Quantity %: Specify what percentage of the Group's Workers to upgrade in this
operation. If you enter a value less than the default 100 %, LogStream will
perform a partial upgrade, keeping the remaining Workers active to process
data.

Rolling upgrade: Toggle this slider on to upgrade Workers one at a time.
Enabling the slider also enables the dialog's two remaining controls:
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Retry delay (ms): How many milliseconds to wait between upgrade attempts.
Defaultsto 1000 ms (1 second).

Retry count: How many times to retry a failed upgrade. Defaultsto 5.

After you click the Upgrade confirmation button, the Upgrade Worker Groups
tab will display an additional button on this Group's row:

View: Click to display the upgrade task's status in the Job Inspector modal -
select that modal's System tab to access details.

[] When you initiate an upgrade via the Ul, the new package is untarred
to $CRIBL_HOME/unpack.<random-hash>.tmp . This location
inherits the permissions you've already assigned to $CRIBL_HOME .

Backup and Rollback

By default, LogStream will automatically roll back to a stored backup package if
an upgrade (initiated through the Ul) fails. You can adjust this behavior at
global ¥ Settings (lower left) > System > General Settings > Upgrade & Share
Settings, using the following controls.

A LogStream can perform rollbacks only on Worker Nodes/instances
that started on at least LogStream v. 3.0.0, before the attempted
upgrade.

Enable automatic rollback: LogStream will automatically roll back an upgrade
if the LogStream server fails to start, or if the Worker Node fails to connect to
the Leader. (Toggleto No to defeatthis behavior.)

Rollback timeout (ms): Time to wait, after an upgrade, before checking each
Node's health to determine whether to roll back. Defaults to 30000
milliseconds, i.e., 30 seconds.

Rollback condition retries: Number of times to retry the health check before
performing arollback. Defaultsto 5 attempts.

Checkinterval (ms): Time to wait between health-check retries. Defaults to
1000 milliseconds,i.e., 1second.
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Backups directory: Specify where to store backups. Defaults to
$CRIBL_HOME/state/backups .

Backup persistence: A relative time expression specifying how long to keep
backups after each upgrade. Defaults to 24h .

Upgrading from LogStream 2.2 or Prior Versions

As of version 2.3, LogStream Free and One licenses are permanent, but they
enforce certain restrictions that especially affect distributed deployments:

e Even if you have more than one Worker Group defined, only one Worker
Group will be visible and usable.

e This will be the first Group listed in
$CRIBL_HOME/local/cribl/groups.yml - typically,the default
Group. You can edit groups.yml to move the desired Group to the
top.

e Your cluster will be limited to 10 Worker Processes across all Worker
Nodes.

e LogStream will balance (or rebalance) these Processes as evenly as
possible across the Worker Nodes.

e Authentication will fall back to local authorization. You will not be able to
authenticate via Splunk, LDAP, or SSO/OpenlID.

e Git Push to remote repos will not be supported through the product.

A Ifyou are upgrading LogStream Free or LogStream One from version
2.2.x or lower, these changes might require you to adjust your
existing configuration and/or workflows.

See Licensing for details on all current license options.

As of LogStream 2.3, licenses no longer need to be deployed directly to Worker
Groups. The Leader will push license information down to Worker Groups as
part of the heartbeat.

Splunk App Package Upgrade Steps
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/A See Deprecation note for v.2.1.

Follow these steps to upgrade from v.1.7, or higher, of the Cribl App for Splunk:
1. Stop Splunk.
2. Untar/unzip the new app version on top of the old one.

On some Linux systems, tar mightcomplain with: cribl/bin/cribl:
Cannot open: File exists .In this case, please remove the
cribl/bin/cribl directoryifit's empty, and untar again. If you have
custom functionsin cribl/bin/cribl , please move them under
$CRIBL_HOME/local/cribl/functions/ before untarringagain.

3. Restart Splunk.

Upgrading from Splunk App v.1.6 (or Lower)

As of v.1.7, contrary to prior versions, Cribl's Splunk App package defaults to
Search Head Mode. If you have v.1.6 or earlier deployed as a Heavy Forwarder
app, upgrading requires an extra step to restore this setting:

1. Stop Splunk.
2. Untar/unzip the new app version on top of the old one.

3. Convert to HF mode by running:
$SPLUNK_HOME/etc/apps/cribl/bin/cribld mode-hwf

4. Restart Splunk.

Page 261 of 1051



Uninstalling

Uninstalling the Standalone Version

e Stop Cribl LogStream (stopping the main process).
e Back up necessary configurations/data.

e Remove the directory where Cribl LogStream is installed.

In a distributed deployment, repeat the above steps for the Leader instance
and all Worker instances.

Uninstalling the Splunk App Version

e Stop Splunk.
e Back up necessary configurations/data.
¢ Remove the Cribl Appin $SPLUNK_HOME/etc/apps .

e Remove the Cribl modulein $SPLUNK_HOME/etc/modules/cribl (some
versions).

Page 262 of 1051



WORKING WITH DATA

Event Model

All data processingin Cribl LogStream is based on discrete data entities

commonly known as events. An eventis defined as a collection of key-value

pairs (fields). Some Sources deliver events directly, while others might deliver

bytestreams that need to be broken up by Event Breakers. Events travel from a

Source through Pipelines' Functions, and on to Destinations.

Theinternal representation of a Cribl LogStream event is as follows:

Cribl LogStream Event Model

{

"_raw": "<body of non-JSON parse-able event>",
"_time": "<timestamp in UNIX epoch format>",
"__inputId": "<Id/Name of Source that delivered the event>",

" __otherl": "<Internal fieldil>",
" __other2": "<Internal field2>",
" _otherN": "<Internal fieldN>",

"keyl": "<valuel>",
"key2": "<value2>",

"keyN": "<valueN>",

Some notes about these representative fields:

Fields that start with a double-underscore are known as internal fields,
and each Source can add one or many to each event. For example, Syslog
addsbotha __inputId anda __srcIpPort field. Internalfields are used
only within Cribl LogStream, and are not passed down to Destinations.

Upon arrival from a Source, if an event cannot be JSON-parsed, all of its
contentwill be assigned to _raw .
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e Ifatimestamp is not configured to be extracted, the current time (in UNIX
epoch format) will be assigned to _time .

Using Capture

One way to see what an event looks like as it travels through the system is to
use the Capture feature. While in Preview (right pane):

1. Click Start a Capture.

2. In the resulting modal, enter a Filter expression to narrow down the events
of interest.

3. Click Capture... and (optionally) change the default Time and/or Event
limits.

4. Select the desired Where to capture option. There are four options:

o 1.Before the pre-processing Pipeline - Capture events right after they're
delivered by the respective Input.

o 2.Beforethe Routes - Capture events right after the pre-processing
Pipeline, before they go down the Routes.

o 3.Before the post-processing Pipeline - Capture events right after the
Processing Pipeline that actually handled them, before any post-
processing Pipeline.

e 4.Before the Destination - Capture events right after the post-processing
Pipeline, before they go out to the configured Destination.

Cribl
@ LogStream™

SOURCES PRE-PROCESSING ROUTES S POST-PROCESSING DESTINATIONS
PIPELINES PIPELINES
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Event Processing Order

The expanded schematic below shows how all events in the Cribl LogStream
ecosystem are processed linearly, from left to right.

A, crint
Q= LogStream”
ROUTES
ROUTE PROCESSING
Cust Event Fields Pre-P Post-P
e Nadss Command Breakers (Metadata)  Pipcines (0piona) FILTERS Gl Pipalines ©vtiona) DESTINATIONS
Route 1
~~~~~~~~ 31 ° ([ TR > G @ o ) - .

A
> 1ol D > I o N .
v.". 0st-proces:
;

; a o
= - Iz -
Prep: normali
i a
A....| Grrrvm) [ - 2=
& R (e)
.................... - [l oute ,ll [ ...
|| 5 >
Routes map events  Processing Pipelines
to Pipelines and perform all event
Destinations transformations

LogStream in great detail

Here are the stages of event processing:

1. Sources: Data arrives from your choice of external providers. (LogStream
supports Splunk, HTTP/S, Elastic Beats, Amazon Kinesis/S3/SQS, Kafka,
TCP raw or JSON, and many others.)

2. Custom command: Optionally, you can pass this input's data to an external
command before the data continues downstream. This external command
will consume the datavia stdin , will processitand send its outputvia

stdout .

3. Event Breakers can, optionally, break up incoming bytestreams into
discrete events.

4. Fields/Metadata: Optionally, you can add these enrichments to each
incoming event. You add fields by specifying key/value pairs, per Source, in
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aformatsimilar to LogStream's Eval function. Each key defines a field
name, and each value is a JavaScript expression (or constant) used to
compute the field's value.

. Pre-processing Pipeline: Optionally, you can use a single Pipeline to

condition (normalize) data from this input before the data reaches the
Routes.

. Routes map incoming events to Processing Pipelines and Destinations. A

Route can accept data from multiple Sources, but each Route can be
associated with only one Pipeline and one Destination.

. Processing Pipelines perform all event transformations. Within a Pipeline,

you define these transformations as a linear series of Functions.
A Function is an atomic piece of JavaScript code invoked on each event.

. Post-processing Pipeline: Optionally, you can append a Pipeline a to

condition (normalize) data from each Processing Pipeline before the data
reaches its Destination.

. Destinations: Each Route/Pipeline combination forwards processed data

i

to your choice of streaming or storage Destination. (LogStream supports
Splunk, Syslog, Elastic, Kafka/Confluent, Amazon S3, Filesystem/NFS, and
many other options.)

Pipelines Everywhere

All Pipelines have the same basicinternal structure - they're a series
of Functions. The three Pipeline types identified above differ onlyin
their position in the system.
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Routes

What Are Routes

Before incoming events are transformed by a processing Pipeline, Cribl
LogStream uses a set of filters to first select a subset of events to deliver to the
correct Pipeline. This selection is made via Routes.

Accessing Routes

Select Routes from LogStream's global top nav (single-instance deployments)
or from a Worker Group's top nav (distributed deployments). To configure a
new Route, click + Route.

How Do Routes Work

Routes apply filter expressions on incoming events to send matching results to
the appropriate Pipeline. Filters are JavaScript-syntax-compatible expressions
that are configured with each Route. Examples are:

e true

e source=='foo.log' &§& fieldA=='bar'

i Therecan be multiple Routes in the system, but each Route can be
associated with only one Pipeline.

Routes are evaluated in their display order, top->down. The stats shown in the
Bytes/Events (toggle) column are for the most-recent 15 minutes.
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Data v Routes Pipelines Knowledge System Settings

BY v | search routes + AddRoute =

ol # Route Filter v Pipeline/Output Bytes v [ out Show All » l
° 1 speedtest client && server && download && u... Is:)ﬂe:;ﬁ;zs&}fﬁ;s:{) Events ap -
OkE: mtr report.mtr influxdbinfluxdb e AL @D -
o 3 statsd sourcetype=='statsd_ext' || sourc.. :LtJaL:tse(jl':statsd 60.488% [\ ap -
0) i a shellagent _raw.startsWith (' s**CRIBL**%') fg‘jﬂ:ﬁf&i;rse 30486% T @D -
Ol s main true main 0.000% ao -

Routes and bytes

In the example above, incoming events will be evaluated first against the Route
named speedtest, then against mtr, then against statsd, and so on. Atthe end,
the main Route serves as a catch-all for any event that does not match any of
the other Routes.

Above, note the selectors to toggle between displaying Events versus Bytes,
and to display In versus Out.

When you condense the Routes page to a narrower viewport, LogStream
consolidates the In/Out/Dropped selectors onto an expanded Bytes/Events
drop-down menu, as shown below.

Data v Routes Pipelines Knowledge System Settings

B ¥ | search route + AddRoute 3

ot # Route Filter v Pipeline/Output Eventsin~ Show All v
i . speedtest-parse

° i1 speedtest client && server && download && ... ir?ﬂuxdb:in?luxdb Events m
: mtr n L,

OJHE: mr report.mtr influxdb:influxdb out ao -
i statsd |

o i3 statsd sourcetype=='statsd_ext' || sour.. 0 ooy Dropped ao -
. . , \ shellagent-parse Bytes (e

° i shellagent _raw.startsWith('xxxCRIBL*x*') router-stated a0
N In

O) i s main true main

Out

Routes and events (combined menu)

Managing the Routes Page

To apply a Route before another, simply drag it vertically. Use the sliders to turn
Routes On/Off inline, as necessary, to facilitate development and debugging.

You can press the 1 (right-bracket) shortcut key to toggle between the
Preview pane and the expanded Routes display shown above. (This works
when no field has focus.)
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Click a Route's Options (...) menu to display multiple options for inserting,
grouping, moving, copying, or deleting Routes, as well as for capturing sample
data through the selected Route.

Group dci-logs v Sources Collectors Destinations Routes Pipelines Packs Knowledge Settings
¥ | Search routes + Route @ Sample Data
ot # Route Filter Pipeline/Output Bytes v [ out @All~
. Sample Data
> JEIR Collection Processing...  collection=='dem..  passthru 0.000% oot Lo |
& NS
;; . PACK | pan-firewall-tr... v ——— A Insert Route Above {<
i == 9 B! O
° B2 Palo Alto Firewall Tra... sourcetype: pan... router:pan-firewall-e... 1.328% ! n @ t
h Vv Insert Route Below |e
OEEL: Archival true paes 17.938% VT . @
s3is Group Actions >
B . PACK | logs-to-metrics N .
» i 4R Logs to Metrics C.vars.accessCom... router:statsd 18.737% ’ Mwl [E Move to Position>
OIERL Enrich C.vars.accessCom.. | PACK | logs-to-metrics 1873795 ¥ © Capture
. a Copy [
®) i em KV to JSON index=='cribl' &.  kv2json 2654% ot @D
X Delete

Route > Options menu

Copying a Route displays the confirmation message and the (highlighted) Paste
button shown below.

¥ | Search routes

. Copied route to clipboard. X
s # Route Filter ° ) ) P i . o
R Collection Processing...  collection=='dem..  passthru 0.000% ap -
i PACK -fi II-tr... [
B2 Palo Alto Firewall Tra... sourcetype=="'pan... Ackd) pan-firewall-tr. 1.326% s @

router:pan-firewall-e...

Paste button for copied Route

Pasting creates an exact duplicate of the Route, with a warning indicator to
change its duplicate name.

¥ | Search routes M | + Route | &%
. (] Pasted route from clipboard. X
X # Route Filter ) ) ) o
i Collection Processin..  collection=='dem.. passthru 0.000% ap -

- —_——— e e e e e T
e e e e e e e e e e e e e e e e e e T e T T T e e T T T e T e e T e i i, e e i
e

i 13 A 0.000%

8

Collection Processin...  collection=='dem.. passthru

Route Name*  (ollection Processing Route

Filter ® Icollect‘ion==‘demo_collector' && sourcetype=='pan:traffic' Ll v
Pipeline* ®  passthru ¢
Output ®  default:default

Description ® | Collection Route for Pan:Firewall events

Pasted duplicate Route
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Output Destination

You can configure each Route with an output Destination that denotes where
to send events after they're processed by the Pipeline.

The Final Toggle

When an event that enters the system and matches a Route-Pipeline pair, it will
usually be either:

e Dropped by afunction, or

e Transformed (optionally) and exit the system.

This behavior is ensured by the Final toggle in Route settings. It defaults to
Yes , meaning that matched events will be consumed by that Route, and will
not be evaluated against any other Routes that sit below it.

Incoming
Events

Route R Final = Yes

v Pipeline P
Matched Events
Does Filter N
e Per (e R P > @ »@ ------- > @ -------------- >

Non-Matched
Events

v

If the Final toggleissetto No ,clone(s) of the matching events will be
processed by the configured Pipeline, and the original events will be allowed to
continue their trip to be evaluated and/or processed by other Route-Pipeline

pairs.
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Incoming
Events

Route R Final = No

v Pipeline P

Matched Events (Cloned)
Does Filter N

Incoming Events
Continue Down

Final Flag and Cloning Considerations

Depending on your cloning needs, you might want to follow a most-specific
first or a most-general first processing strategy. The general goal is to
minimize the number of filters/Routes an event gets evaluated against. For
example:

e Ifcloningis notneeded atall (i.e., all Final toggles stay at default), then it
makes sense to start with the broadest expression at the top, so as to
consume as many events as early as possible.

e Ifcloningis needed on a narrow set of events, then it might make sense to
do that upfront, and follow it with a Route that consumes those clones
immediately after.

Route Groups

A Route group is a collection of consecutive Routes that can be moved up and
down the Route stack together. Groups help with managing long lists of
Routes. They are a Ul visualization only: While Routes are in a group, those
Routes maintain their global position order.

i Route groups work much like Function groups, offering similar Ul
controls and drag-and-drop options.

Unreachable Routes

Routes display an "unreachable" warning indicator (orange triangle) when
data can'treach them.
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Unreachable route. Will never receive any data.
i3

default true main 0.000% m

Unreachable Route warning, on hover

This condition will occur when, with your current configuration, any Route
higher in the stack matches all three of these conditions:

e Previous Routeis enabled (slideris setto on).
e Previous Route is final (Final slider is setto Yes ).

e Previous Route's Filter expression evaluates to true, (e.g., true, 1 ===
1,etc.).

Note that the third condition above can be triggered intermittently by a
randomizing method like Math.random() . This mightbeincludedin a
previous Route's own Filter expression, or in a Pipeline Function (such as one
configured for random data sampling).

6-7
Group Name* = gg

Description @ gg group asdfadsfasf

6 true

7 inputId==

cribl_breaker==

sourcetype==

source.endsWith('metric og')

index.startsWith('_")

e

sourcetype==
drop50% Math. random()>0.8 g:z:ﬁ:::devnu“ 15.963% __ MWy @D -
sp:IS:r:::rl‘chca]Splunk 6534200 _ [T\ @O -

Internal metrics t... index=='_metrics'

Unreachable Route warnings, many

Routing with Output Router

Output Router Destinations offer another way to route data. These function as
meta-Destinations, in that they allow selection of actual Destinations based on
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rules. Rules are evaluated in order, top->down, with the first match being the

winner.
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Pipelines

What Are Pipelines

Data matched by a given Route is delivered to a Pipeline. Pipelines are the heart
of LogStream processing. Each Pipeline is a list of Functions that work on the
data.

i Aswith Routes, the order in which the Functions are listed matters.
A Pipeline's Functions are evaluated in order, top->down.

Accessing Pipelines

Select Pipelines from LogStream's global top nav (single-instance
deployments) or from a Worker Group's top nav (distributed deployments).
Next, click any displayed Pipeline to see or reconfigure its contained Functions.

Adding Pipelines

To create a new Pipeline, or to import an existing Pipeline to a different
LogStream instance, click + Pipeline at the upper right. The resulting menu
offer three options:

e Create Pipeline: Configure a new Pipeline from scratch, by adding
Functions in LogStream's graphical Ul.

e Import fromFile: Import an existing Pipelinefroma .json file onyour
local filesystem.

e Import from URL: Import an existing Pipeline from . json file ataremote
URL. (This must be a public URL endingin .json -theimportoption
doesn't pass credentials to private URLs - and the target file must be
formatted as a valid Pipeline configuration.)
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Group default v Sources Destinations Routes Pipelines Packs
Q' Search pipelines Show = All Processing | Pre/Post
Pipeline ... = Description Route /... Functions Outp... Stats
cisco_asa Filter and Sa... None 11 None INO OouTO
cisco_estr... None 3 None INO ouTo

Creating or importing a Pipeline

How Do Pipelines Work

[] ToexportaPipeline, see Advanced Mode (JSON Editor).

Knowledge

ERR

ERR

Settings

Create Pipeline
Import from File

Import from URL

To importor export a Pipeline along with broader infrastructure (like
Knowledge Objects and/or sample data files), see Packs.

Events are always delivered to the beginning of a Pipeline via a Route. The data

in the Stats column shown below are for the last 15 minutes.

Data v Routes Pipelines Knowledge System Settings
Q' Search pipelines Show  All m Processing | Pre/Post
@ Pipeline Name Route / Input Functions  Output Stats
wineventlogs None 10 None INO
passthru None 0 None INO
palo_alto_traffic None 8 None INO

Pipelines and Route inputs

jie

works when no field has focus.)

stack of Functions contained in the Pipeline:
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+ Add Pipeline

ERRO

ERRO

ERRO

You can press the 1 (right-bracket) shortcut key to toggle between
the Preview pane and an expanded Pipelines display. (This shortcut

In the condensed Pipelines display above, you can also hover over
any Pipeline's Functions column to see a horizontal preview of the



Group default v Sources Destinations Routes Pipelines Packs Knowledge Settings

Q' Search pipelines Show  All J\I§ Processing | Pre/Post + Pipeline
Pipeline N...  Description Route ... Functions  O..  Stats Actions
passthru None 0 No... INO ouTo ERRO
devnull None 1 No... INO ouTo ERRO
main default 1 d.. It INO ouTo ERR O

Rollup
¢ @ comment =@ Metrics ™ @ bl w @ Comment m Eval ERR 0
cribl_metric... Crib...rics 5 None INO ouTO0 ERR O

Preview on hovering over the bottom Pipeline (highlighted in gray)

Within the Pipeline, events are processed by each Function, in order. A Pipeline
will always move events in the direction that points outside of the system. This
is on purpose, to keep the design simple and avoid potential loops.

Pipelines » syslog-conditioning + Add Function = 3
Attach Pipeline to Route IN 3.82k OUT 3.82k ERR 0

e # Function Filter v Show All
° | Eval true ao -
o 2 Eval message ao -
o 3 Eval severityName && facilityName m
o 4 Eval procid=="'-" m

Pipeline Functions

i Youcan streamline the above display by organizing related
Functions into Function groups.

Pipeline Settings

Click the gear button at top right to open the Pipeline's Settings. Here, you can
attach the Pipeline to a Route. In the Settings' Async function timeout (ms)
field, you can enter a buffer to adjust for Functions that might take much
longer to execute than normal. (An example would be a Lookup Function
processing a large lookup file.)
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Pipelines > cisco_estreamer > Settings < Back
Attach Pipeline to Route

Id* @

Async Function Timeout (ms) ®

‘ 1000|

Description @

ent a es ptior
& Advanced Mode [@}

Pipeline Settings

Advanced Mode (JSON Editor)

Once you've clicked the gear button to enter Pipeline Settings, you can click
Edit as JSON at upper right to edit the Pipeline's definition in a JSON text
editor. In this mode's editor, you can directly edit multiple values. You can also
use the Import and Export buttons here to copy and modify existing Pipeline
configurations,as .json files.

Pipelines » elastic » Advanced Settings Mode < Back

Attached to Route: elastic

& Simple Mode L Import 4 Export
1A i
2 "id": "elastic", SEE
3 "conf": {

4 "output": "default",

5 "groups": {},

6 "asyncFuncTimeout": 1000,

7 "functions": [

8 {

9 "id": "drop",

10 “filter": "host!='192.168.1.241"'",
11 "disabled": true, I
12 "conf": {}

13 }

14 1

15 }

16 *

Advanced Pipeline Editing

Click Edit in GUI at upper right to return to the graphical Pipeline Settings page;
then click Back to to restore the graphical Pipeline editor.

Pipeline Actions

Click a Pipeline's Actions (...) menu to display options for copying or deleting
the Pipeline.
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Group dc1-logs v Sources Collectors Destinations Routes Pipelines Packs Knowledge Settings
Q' Search pipelines Show Al Ll Processing | Pre/Post + Pipeline Sample Data P

[l Pipeline N...  Route/Input Function... Output  Stats Actions
Sample Data

cisco_asa None 1 None INO ouTo ERR O .
Preview lets you sk
. dc orrect before they"
wineventlogs None 10 None INO ouTo ERR O u Copy ith a sample fror|
X Delete {le or capturing a n:
palo_alto_tr.. None 8 None INO ouTo ERR O
Pipeline > Actions menu

Copying a Pipeline displays the confirmation message and the (highlighted)
Paste button shown below.

Group dci-logs v Sources  Collectors Destinations Routes QR Paste pipeline ledge  Settings
Q_ Search pipelines Show | All Processing | Pre/Post + Pipeline Sample Data P
L X Copied pipeline to clipboard. X
i Pipeline N...  Route/Input  Function... pledpip i
Sample Data
cisco_asa None 1" None INO ouTo ERRO

Preview lets you sk
correct before they'
with a sample from
file or capturing a n

wineventlogs  None 10 None INO ouTo ERR O

palo_alto_tr... None 8 None INO ouTo ERRO

Paste button for copied Pipeline

Pasting prompts you to confirm, or change, a modified name for the new
Pipeline. The result will be an exact duplicate of the original Pipeline in all but

name.

Save Pipeline As

ID* ® | cisco_asa-v1

Saving/renaming a pasted Pipeline

Types of Pipelines

You can apply various Pipeline types at different stages of data flow. All
Pipelines have the same basic internal structure (a series of Functions) - the
types below differ only in their position in the system.
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A, crivt

W= LogStream”
ROUTES
ROUTE PROCESSING

SOURCES REERS AL DESTINATIONS

Pre-Processing - B Post-P []

- Proc ; Proc

- e (W o

o (-

------ > I o [T
»l O pipeline 3 I

bl < Pipeline 4 l

- | I

Routes map events Processing Pipelines
to Pipelines and perform all event
Destinations transformations

Pre-processing, processing, and post-processing Pipelines

Pre-Processing Pipelines

These are Pipelines that are attached to a Source to condition (normalize) the
events before they're delivered to a processing Pipeline. They're optional.

Typical use cases are event formatting, or applying Functions to all events of an
input. (E.g., to extracta message field before pushing events to various
processing Pipelines.)

You configure these Pipelines just like any other Pipeline, by selecting Pipelines
from the top menu. You then attach your configured Pipeline to individual
Sources, using the Source's Pre-Processing > Pipeline drop-down.

Fields extracted using pre-processing Pipelines are made available to Routes.

Processing Pipelines

These are "normal" event processing Pipelines, attached directly to Routes.

Post-Processing Pipelines

These Pipelines are attached to a Destination to normalize the events before
they're sentout. A post-processing Pipeline's Functions apply to all events
exiting to the attached Destination.
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Typical use cases are applying Functions that transform or shape events per
receiver requirements. (E.g., to ensure thata _time field exists for all events
bound to a Splunk receiver.)

You configure these Pipelines as normal, by selecting Pipelines from the top
menu. You then attach your configured Pipeline to individual Destinations,
using the Destination's Post=Processing > Pipeline drop-down.

You can also use a Destination's Post=Processing options to add System Fields
like cribl_input ,identifying the LogStream Source that processed the
events.

Best Practices for Pipelines

Functions in a Pipeline are equipped with their own filters. Even though filters
are notrequired, we recommend using them as often as possible.

As with Routes, the general goal is to minimize extra work that a Function will
do. The fewer events a Function has to operate on, the better the overall
performance.

For example, if a Pipeline has two Functions, f1 and f2, and if f1 operates on
source 'foo' andf2operateson source ‘'bar' ,itmightmake senseto
apply source=="'foo"' versus source=='bar"' filters on these two Functions,
respectively.

What's Next

¥ Functions

> Packs
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Data Onboarding

Onboarding data into Cribl LogStream can vary in complexity, depending on
your organization's needs, requirements, and constraints. Proper onboarding
from all Sources is key to system performance, troubleshooting, and ultimately
the quality of data and decisions both in LogStream and in downstream
Destinations.

General Onboarding Steps

Typically, a data onboarding process revolves around these steps, both before
and after turning on the Source:

e Create configuration settings.
o Verifythat settings do the right thing.

e |[terate.

Below, we break down individual steps.

Before Turning On the Source

Cribl recommends that you take the following steps to verify and tune
incoming data, before it starts flowing.

Preview Sample Data

Use a sample of your real data in Data Preview. Sample data can come from a
sample Source file that you upload or paste into LogStream.

You can also obtain sample data in a live data capture from a Source. One way
to do this before going to production is to configure your Source with a devnull
Pipeline (which justdrops all events) as a pre-processing Pipeline. Then, let
data flowin for just long enough to capture a sufficient sample.
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Check the Processing Order

While events can be processed almost arbitrarily by functions in LogStream
Pipelines, make sure you understand the event processing order. This is very
important, as it tells you exactly where certain processing steps occur. For
instance, as we'll see just below, quite a few steps can be accomplished at the
Source level, before data even hits LogStream Routes.

ROUTES

Pre-Processing Filters

Custom Event Fields Pipelines

Command Breakers (Metadata)

SOURCES

---------------------------------------------------------

----------------------------------------------- :

Pre-process or

normalize events
from a Source (optional)

Source-level processing options

Custom Command

Where supported, data streams will be handled by custom commands. These
are external system commands that can (optionally) be used to pre-process the
data. You can specify any command, script, etc., that consumes via stdin and
outputsvia stdout .

Verify that such commands are doing what's expected, as they are the very first
in a series of processing steps.

Event Breakers

Next, data streams are handled by Event Breakers, which:

e Convertdata streams into discrete events.

e Extractand assign timestamps to each event.

If the resulting events do not look correct, feel free to use non-default breaking
rules and timestamp recognition patterns. Downstream, you can use the Auto
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Timestamp function to modify _time as needed, if timestamps were not
recognized properly. Examples of such errors are:

e Timestamps too far outin the future or past
e Wrongtimezone.

e Incorrecttimestamp is selected from multiple timestamps presentin the
event.

Fields (Metadata)

Next, events can be enriched with Fields (Metadata). This is where you'd add
static or dynamic fields to all events delivered by a particular Source.

Pre-Processing Pipeline

Next, you can optionally configure a pre-processing Pipeline on a particular
Source. This is extremely useful in these cases:

e Drop non-useful events as early as possible (so as to save on CPU
processing).

e Normalize events from this Source to conform a certain shape or structure.

e Fix/touch up events accordingly. E.g., if event breakers assigned the wrong
timestamp, this is the best place to use the Auto Timestamp function to
adjust _time .

We Can't Say This Enough

Verify, verify, verify, data integrity before turning on the Source.

After Turning On the Source

Use data Destinations to verify that certain metrics of interest are accurate.
This will depend significantly on the capabilities of each Destination, but here's
a basic checklist of things to ensure:

e Timestamps are correct.
e Allnecessaryfields are assigned to events.

o Allexpected events show up correctly. (E.g., if a Drop or Suppress Function
was configured, ensure thatit's notdropping unintended events.)

e Throughput - both in bytes and in events per second (EPS) - is what's
expected, or is within a certain tolerance.
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I[terate

Iterate on the steps above as necessary. E.g., adjust fields values and
timestamps as needed.

[] Remember thatthereis almostalways a workaround. Any arbitrary
event transformation that you need is likely just a Function or two
away.
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Functions

What Are Functions

When events enter a Pipeline, they're processed by a series of Functions. At its
core, a Function is code that executes on an event, and it encapsulates the
smallestamount of processing that can happen to that event.

The term "processing" means a variety of possible options: string replacement,

obfuscation, encryption, event-to-metrics conversions, etc. For example, a

Pipeline can be composed of several Functions - one thatreplaces the term
foo with bar ,another onethathashes bar ,and afinalonethataddsa

field (say, dc=jfk-42 )to anyeventthat matches source=="us-nyc-

application.log' .

How Do They Work

Functions are atomic pieces of JavaScript code that are invoked on each event
that passes through them. To help improve performance, Functions can be
configured with filters to further scope their invocation to matching events
only.

You can add as many Functions in a Pipeline as necessary, though the more you
have, the longer it will take each event to pass through. Also, you can turn
Functions On/Off within a Pipeline as necessary. This enables you to preserve
structure as you optimize or debug.
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Data v Routes Pipelines Knowledge System Settings

Pipelines > sample_and_filter + Add Function = &
Attached to Route: Sample and Filter IN 73.15k OUT 18.72k ERRO -
X # Function Filter v Show All ¥
1 Comment Extract the HTTP Status and Sample successes.
i2 Regex Extract source=="'smart_sample' aD
\% 3 Sampling source=="'smart_sample' @
Filter ®

source=='smart_sample' |
Description ®

Final ® (_J

Sampling Rules ®

Filter ® Sampling Rate @
__status == 200 Y1 s X
+ AddRule
> 4 Comment Drop purchase requests
5 Drop source=='filter' && !(/"\S+\s\S+action=purchase/i.test(_raw)) ao -

Functions stack in a Pipeline

You can reposition Functions up or down the Pipeline stack to adjust their
execution order. Use a Function's left grab handle to drag and drop itinto
place.

The Final Toggle

Similar to the Final togglein Routes, the Final toggle here controls the
flow of events at the Function level. Its states are:

e No (default): means that matching events processed by this Function will
be passed down to the next Function.

e Yes :means thatthis Function is the last one that will be applied to
matching events. All Functions further down the Pipeline will be skipped. A
Function with Final setto Yes will displayan Findicator in the Pipeline
stack.

Out-of-the-Box Functions

Cribl LogStream ships with several Functions out-of-the-box, and you can
chain them together to meet your requirements. For more details, see
individual Functions, and the Use Cases section, within this documentation.
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Custom Functions

For an overview of adding custom Functions to Cribl LogStream, see our blog
post, Extending Cribl: Building Custom Functions.

What Functions to Use When

Add, remove, update fields:
Eval, Lookup, Regex Extract

e Find & Replace, including basic sed -like, obfuscate, redact, hash, etc.:
Mask, Eval

¢ Add GeolP information to events:
GeolP

e Extractfields:
Regex Extract, Parser

e Extracttimestamps:
Auto Timestamp

e Drop events:
Drop, Regex Filter, Sampling, Suppress, Dynamic Sampling

e Sample events (e.g, high-volume, low-value data):
Sampling, Dynamic Sampling

e Suppress events (e.g, duplicates, etc.):
Suppress

e Serialize events to CEF format (send to various SIEMs):
CEF Serializer

e Serialize / change format (e.g., convert JSON to CSV):
Serialize

e Convert JSON arrays into their own events:
JSON Unroll, XML Unroll

o Flatten nested structures (e.g., nested JSON):
Flatten

o Aggregate events in real-time (i.e. statistical aggregations):
Aggregations
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e Convert events to metrics format:
Publish Metrics, Prometheus Publisher (beta)

e Resolve hostname from IP address:
Reverse DNS (beta)

e Extract numericvalues from event fields, converting them to type number :

Numerify

e Send events outto a command or a local file, via stdin ,fromany pointin

a Pipeline:
Tee

e Convertan XML event's elements into individual events:
XML Unroll

e Duplicate events in the same Pipeline, with optional added fields:
Clone

e Add atext commentwithin a Pipeline's Ul, to label steps without changing
event data:
Comment

Function Groups

A Function group is a collection of consecutive Functions that can be moved up

and down a Pipeline's Functions stack together. Groups help you manage long

stacks of Functions by streamlining their display. They are a Ul visualization
only: While Functions are in a group, those Functions maintain their global
position order in the Pipeline.

i Function groups work much like Route groups.

To build a group from any Function, click the Function's ses (Options) menu,
then select Group Actions > Create Group.
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destination. Start by adding a sample or w

4 Insert Function Above
A vse and

¥ Insert Function Below ¢h

Group Actions > |Sr‘ + Create Group
Move to Position > B

@ Copy

X Delete

Creating a group

You'll need to enter a Group Name before you can save or resave the Pipeline.
Optionally, enter a Description.

Group Name*

Description ®
1 Serialize true on @K

Naming a group

Once you've saved at least one group to a Pipeline, other Functions'
ees (Options) > Group Actions submenus will add options to Move to Group or
Ungroup/Ungroup All.

Crmmnlas Natagens

A Insert Function Above

¥ Insert Function Below aved Samples

[E Group Actions > + Create Group

[E Move to Position > 0 = Move to Group> !
a copy 520.log 2
X Delete )200625-182602.log 2(

Expanded Group Actions submenu

You can also use a Function's left grab handle to drag and drop itinto, or out
of, a group. A saved group that's empty displays a dashed target into which you
can drag and drop Functions.
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@ Groupy McGroupface ao -
Group Name* = Groupy McGroupface

Description ® | Enter description

Drag-and-drop target
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Auto Timestamp

Description

The Auto Timestamp Function extracts time to a destination field, given a
source field in the event. By default, Auto Timestamp makes a first best effort
and populates _time . When you add a sample (via paste or a local file), you
should accomplish time and event breaking at the same time you add the data.

This Function allows fine-grained and powerful transformations to populate
new time fields, or to edit existing time fields. You can use the Function's
Additional timestamps section to create custom time fields using regex and
custom JavaScript strptime functions.

[] TheAuto Timestamp Function uses the same basic algorithm as the
Event Breaker Function and the C.Time.timestampFinder() native
method.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
The default true setting passes all events through the Function.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Source field: Field to search for a timestamp. Defaultsto _raw .

Destination field: Field to place extracted timestamp in. Defaults to _time .
Supports nested addressing.
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Default timezone: Select a timezone to assign to timestamps that lack
timezone info. Defaults to Local . (This drop-down includes supportfor
legacy names: EST5EDT , CST6CDT , MST7MDT ,and PST8PDT .)

Additional timestamps: Add Regex/Strptime pairs to extract additional
timestamp formats.

e Regex: Regex, with first capturing group matching the timestamp.

o Strptime format: Select or enter the strptime format for the captured
timestamp.

Click Add timestamp to add more rows.

Advanced Settings

Time expression: Expression with which to format extracted time. Current time,
as a JavaScript Date object, isin global time . Defaultsto time.getTime() /
1000 . You can access other fields' valuesvia __e.<fieldName> .

i Fordetails about Cribl LogStream's Library (native) time methods,
see: C.Time - Time Functions.

Start scan offset: How far into the string to look for a time string.

Max timestamp scan depth: Maximum string length at which to look for a
timestamp.

Default time: How to set the time field if no timestamp is found. Defaults to
Current time.

Two fields enable you to constrain (clamp) the parsed timestamp, to prevent
the Function from mistakenly extracting non-time values as unrealistic
timestamps:

o Earliest timestamp allowed: Enter a string that specifies the latest
allowable timestamp, relative to now. (Sample value: -42years . Default
value: -420weeks .) Parsed values earlier than this date will be set to the
Default time.

e Future timestamp allowed: Enter a string that specifies the latest allowable
timestamp, relative to now. (Sample value: +42days . Default value:
+1week .) Parsed values after this date will be set to the Default time.
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Format Reference

This references https://github.com/d3/d3-time-formati#locale_format.
Directives annotated witha (+) symbol might be affected by the locale

definition.

%m

%X

%y
%Y
%Z
%%

abbreviated weekday name. (t)

full weekday name. (1)

abbreviated month name. (1)

full month name. (1)

the locale’s date and time, such as %x, %X. (1)
zero-padded day of the month as a decimal number [01,31].

space-padded day of the month as a decimal number [ 1,31]; equivalent

microseconds as a decimal number [000000, 999999].

hour (24-hour clock) as a decimal number [00,23].

hour (12-hour clock) as a decimal number [01,12].

day of the year as a decimal number [001,366].

month as a decimal number [01,12].

minute as a decimal number [00,59].

milliseconds as a decimal number [000, 999].

either AM or PM. (1)

milliseconds since UNIX epoch.

seconds since UNIX epoch.

second as a decimal number [00,61].

Monday-based (ISO 8601) weekday as a decimal number [1,7].
Sunday-based week of the year as a decimal number [00,53].
ISO 8601 week of the year as a decimal number [01, 53].
Sunday-based weekday as a decimal number [0,6].
Monday-based week of the year as a decimal number [00,53].
the locale’s date, such as %-m/%-d/%Y. (1)

the locale’s time, such as %-I:%M:%S %p. (1)

year without century as a decimal number [00,99].
year with century as a decimal number.

time zone offset, such as -0700, -07:00, -07, or Z.
a literal percent sign (%).

Complying with the Format

In order to use auto timestamping upon ingestion, the formatting used must
match the %z parameters above. E.g., this Function will automatically parse all

of these formats:

2020/06/10T17:17:35.004-0700
2020/06/10T17:17:35.004-07:00
2020/06/10T17:17:35.004-07
2020/06/10T10:17:35.004Z
2020/06/10T11:17:35.004 EST
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To parse other formats, you can use the Additional Timestamps section’s
internal Regex or Strptime Format operators.

Basic Example
Filter: name.startswith('kumquats') && value=='specific string here'

This will allow the Auto Timestamp Function to act only on events matching the
specified parameters.

Sample:

Sep 20 12:03:55 PA-VM 1,2019/09/20 13:03:58,CRIBL,TRAFFIC,end,2049,2019/09

To add this sample (after creating an Auto Timestamp Function with the above
Filter expression): Go to Preview > Add a Sample > Paste a Sample, and add the
data snippet above. Do not make any changes to timestamping or line
breaking, and select Save as Sample File.

By default, LogSteram will inspect the first 150 characters, and extract the first
valid timestamp it sees. You can modify this character limit under Advanced
Settings > Max Timestamp Scan Depth.

LogStream grabs the first part of the event, and settles on the first matching
value to display for time :

_time 1569006235
GMT: Friday, 20 September 2019, 7:03:55 PM GMT
Your Local Time: Friday, 20 September 2019 PDT, 12:03:55 AM GMT -07:00

Because no explicit timezone has been set (under Default Timezone), _time
inherits the Local timezone, which in this example is GMT -07:00 .

y
logs_to_metrics log > [ fn ]~ ]

X owm# Function Filter @All~
. ) Nl out O i Select Fields (8 of 8
Q@ i1 AuoTimestamp T ouT] VE= (8of8) @
1 @ _raw: 12.130.60.5 - - [[23/Apr/2020:13:44:58 +0000] | "GET /static/jquery.js?&ISESSION
Filter @ Help DB | 5020.04.23 791ADFF8317519140 HTTP/1.1" 200 764 "/pr
Itrue 7] | oeass.o00 luct.screen?product_id=DP-SAMSGALAX4" "Moz... Show more
o 4 -
07
Description @ =
a cribl_pipe: beats-conditioning-vl
See e G host: 8c88547dbS34
ibl
Final )
o r/log/httpd/access. _log
Source Field @ Destination Field ® Default Timezone @ urcetype: access_conbined
raw time Local 2 G _raw: 142.233.200.21 - - [23/Apr/2020:13:44:57 +0000] "POST /cart.do?action=addtoca

rt&itemId=EST-1&product_id=DP-HTCREZOUND&ISESSTONID=SD4241792141$5L9735839551

2020-04-23
Additional Timestamps @ 06:44:57.000 FF4849098076ADFF3557459980 HTTP/1.1" 200 92... Show more
+ Add Timestamp o700 # _tine: 1587649497
v ADVANCED SETTINGS ng-vi
Time Expression ®
It'ime.get'ﬁme() / 1000 ) : /var/log/httpd/access. _log
a sourcetype: access_conbined
Max Timestamp Scan Depth -
X 3 G _raw: 131.178.233.243 - - [23/Apr/2020:13:44:57 +0000] "GET /cart.do?action=viewsit
Start Scan Offset @ [©] Default Time ® .
20200423 emId=EST-1&product_id=BT-MO-HOT-BTHOUSELISESSTONID=SD6763813374$5L9502144308F
0 150 Current Time 06:44:57.000 F6126717746ADFF8789289759 HTTP/1.1" 466 363... Show more
e ) 07:00 # _time: 1587649497
Earliest timestamp allowed @ Future timestamp allowed @ ibl_breaker: ack
-420weeks +week Hitioning-vi
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i Timezone Dependencies and Details

LogStream uses ICU for timezone information. It does not query
external files or the operating system. The bundled ICU is updated
periodically.

For additional timezone details, see: https://www.iana.org/time-
zones.

Advanced Settings Example

The datetime.strptime() method creates a datetime object from the string
passed in by the Regex field.

Here, we'lluse datetime.strptime() to match atimestampin AM/PM format
atthe end of a line.

Sample:

This is a sample event that will push the datetime values further
on inside the event. This is still a sample event and finally here
is the datetime information!: Server_ UTC_Timestamp="04/27/2020
2:30:15 PM"

Max timestamp scan depth: 210
Click to add Additional timestamps:
Regex: (\d{1,2}\/\d{2}\/\d{4}\s\d{1,2}:\d{2}:\d{2}\s\w{2})

Strptime format: '%m/%d/%Y %H:%M:%S %p'

i Gnarly Details

This Function supports the %f (microseconds) directive, but
LogStream will truncate it to millisecond resolution.

For further examples, see Extracting Timestamps from Messy Logs.
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Aggregations

Description

The Aggregations Function performs aggregate statistics on event data.

Safeguarding Data

Upon shutdown, LogStream will attempt to flush the buffers that hold
aggregated data, to avoid data loss. If you set a Time window greater than

1 hour, Cribl recommends adjusting the Aggregation memory limit and/or
Aggregation event limit to prevent the system from running out of memory.
This is especially necessary for high-cardinality data. (Both settings default to
unlimited, but we recommend setting defined limits based on testing.)

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true ,meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Time window: The time span of the tumbling window for aggregating events.
Must be a valid time string (e.g., 10s ). Must match pattern \d+[sm]$ .

Aggregates: Aggregate function(s) to perform on events.

E.g., sum(bytes).where(action=="REJECT').as(TotalBytes) . Expression
format: aggFunction(<FieldExpression>).where(<FilterExpression>)
.as(<outputField>) . See more examples below.

e Note: When used without as() , the aggregate's output will be placed in a
field labeled <aggFunction>_<fieldName> . If there are conflicts, the last
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aggregate wins. For example, given two aggregates -
sum(bytes).where(action=="REJECT') and sum(bytes) -the latter
one ( sum_bytes )isthe winner.

Group by Fields: Fields to group aggregates by. Supports wildcard expressions.

Evaluate fields: Set of key/value pairs to evaluate and add/set. Fields are
added in the context of an aggregated event, before they’re sent out. Does not
apply to passthrough events.

Time Window Settings

Cumulative aggregations: If enabled, aggregations will be retained for
cumulative aggregations when flushing out an aggregation table event. When
setto No (the default), aggregations will be resetto @ on flush.

Lagtolerance: The lag tolerance represents the tumbling window tolerance to
late events. Must be a valid time string (e.g., 10s ). Must match pattern \d+
[sml$ .

Idle bucket time limit: The amount of time to wait before flushing a bucket that
has not received events. Must be a valid time string (e.g., 10s ). Must match
pattern \d+[sm]$ .

Output Settings

Passthrough mode : Determines whether to pass through the original events
along with the aggregation events. Defaults to No .

Metrics mode: Determines whether to output aggregates as metrics. Defaults
to No , causing aggregates to be output as events.

Sufficient stats mode: Determines whether to output onlystatistics sufficient
for the supplied aggregations. Defaults to No , meaning outputricher
statistics.

Output prefix: A prefix thatis prepended to all of the fields output by this
Aggregations Function.
Advanced Settings

Aggregation event limit: The maximum number of events to include in any
given aggregation event. Defaults to unlimited. Must be atleast 1.
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Aggregation memory limit: The memory usage limit to impose upon
aggregations. Defaults to unlimited (i.e., the amount of memory available in the
system). Accepts numerals with multiple-byte units, like KB, MB, GB, etc. (such:
as 4GB .)

Flush on stream close: If enabled (the default), aggregations will flush when an
input streamis closed. If setto No , the Time Window Settings will control
flush behavior; this can be preferable if (e.g.) your input data consists of many
small files.

List of Aggregate Functions

avg(expr:FieldExpression) : Returns the average of the values of the
parameter.

count(expr:FieldExpression) : Returns the number of occurrences of the
values of the parameter.

dc(expr: FieldExpression, errorRate: number = 0.01) :Returnsthe
estimated number of distinct values of the <expr> parameter, within a
relative error rate.

distinct_count(expr: FieldExpression, errorRate: number = 0.01) :
Returns the estimated number of distinct values of the <expr> parameter,
within a relative error rate.

earliest(expr:FieldExpression) : Returnsthe earliest (based on _time)
observed value of the parameter.

first(expr:FieldExpression) : Returns the first observed value of the
parameter.

last(expr:FieldExpression) : Returns the last observed value of the
parameter.

latest(expr:FieldExpression) : Returnsthe latest (based on _time )
observed value of the parameter.
list(expr:FieldExpression[,max:number]) : Returns alist of values of the
parameter.

e Optional max parameter limits the number of values returned. If omitted,
the defaultis 100 .Ifsetto o, will return all values.

max(expr:FieldExpression) : Returns the maximum value of the parameter.
median(expr:FieldExpression) : Returns the middle value of the sorted
parameter..

min(expr:FieldExpression) : Returns the minimum value of the parameter.
per_second(expr:FieldExpression) : Returns the per second rate (based
on _time ) observed value of the parameter.
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perc(level: number, expr: FieldExpression) :Returns <level>
percentile value of the numeric values of the <expr> parameter.

rate(expr:FieldExpression, timeString: string = '1s') :Returnsthe
rate (based on _time ) observed value of the parameter.

stddev(expr:FieldExpression) : Returns the sample standard deviation of
the values of the parameter.

stddevp(expr:FieldExpression) : Returns the population standard
deviation of the values of the parameter.

sum(expr:FieldExpression) : Returnsthe sum of the values of the
parameter.

sumsq(expr:FieldExpression) : Returns the sum of squares of the values of
the parameter.

values(expr:FieldExpression[,max:number,errorRate:number]) :

Returns a list of distinct values of the parameter.

e Optional max parameter limits the number of values returned; if omitted,
the defaultis @ , meaningreturn all distinct values.

e Optional errorRate parameter controls how accurately the function
counts “distinct” values. Rangeis 0 - 1 ;if omitted, the defaultvalue is
0.01 . Higher values allow higher error rates (fewer unique values
recognized), with the offsetting benefit of less memory usage.

variance(expr:FieldExpression) : Returns the sample variance of the
values of the parameter.

variancep(expr:FieldExpression) : Returns the population variance of the
values of the parameter.

How Do Time Window Settings Work?

Lag Tolerance

As events are aggregated into windows, there is a good chance that most will
arrive later than their event time. For instance, givena 10s window
(10:42:00 - 10:42:10 ), an event with timestamp 10:42:03 mightcomein
2seconds later at 10:42:05 .

In several cases, there will also be late, or lagging, events that will arrive after
the latest time window boundary. For example, an event with timestamp

10:42:04 mightarriveat 10:42:12 . Lag Tolerance is the setting that governs
how long to wait - after the latest window boundary - and still accept late
events.
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10s Window Aggregation Settings: Lag=2s, IdleTime=4s

Last
Arrival
now()

N ith time O
Bucket Stage 1 ‘S — o

o o = o o o - o o >
10:42:00 2 6 8 10 12 14 16 18
Last
Arrival
now()=6
New event with time 4
BUCket Stage 1 Lag=2s arrives at time 6
| = - L L L = L & >
10:42:00 2 6 8 10 12 14 16 18
Last
Arrival

now()=11

New event with ti

The "bucket" of events is said to be in Stage 1, where it's still accepting new
events, butit's not yet finalized. Notice how in the third case, an event with
eventtime 10:42:09 arrives 1 second pastthe window boundary at

10:42:11 ,butit's still accepted because it happens before the lag time
expires.

After the lag time expires, the bucket moves to Stage 2.

Last
Arrival now(

q o o—|

Lag=2s :

At Lag time bucket enters

tage 2
Bucket Stage 2
= L L L L L L >
10:42:00 2 4 6 8 ’ 10 12 14 16 18
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If the bucket is created from a historic stream, then the bucket s initiated in
Stage 2. Lag time is not considered. A "historic" stream is one where the latest
time of a bucketis before now() . E.g., if the window size is 10s, and

now()=10:42:42 ;an eventwith event_time=10 will be placed in a Stage 2
bucket with range 10:42:10 - 10:42:20 .

Idle Bucket Time Limit

While Lag Tolerance works with event time, Idle Bucket Time Limit works on
arrival time (i.e., real time). Itis defined as the amount of time to wait before
flushing a bucket that has not received events.

Last

Arrival now(
o o — |
i IdleTime=4s :
[ o o o o o o o o >
9
10:42:00 2 4 6 8 10 12 14 16 18

Bucket Stage 3

now() is 4s past last event’s arrival time (11s)
Bucket will be sent/flushed out

After the Idle Time limitis reached, the bucketis "flushed" and sent out of the
system.

Examples

Assume we're working with VPC Flowlog events that have the following
structure:

version account_id interface_id srcaddr dstaddr srcport dstport

protocol packets bytes start end action log_status
For example:

2 99999XXXXX eni-02f03c2880e4taaa3 10.0.1.70 10.0.1.11 9999 63030
6 6556 262256 1554562460 1554562475 ACCEPT OK

2 496698360409 eni-08e66c4525538d10b 37.23.15.38 10.0.2.232 4373
8108 6 1 52 1554562456 1554562466 REJECT OK

Scenario A:

Every 10s, compute sum of bytes andoutputitin afield called TotalBytes .
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Time Window: 10s
Aggregations: sum(bytes).as(TotalBytes)

Scenario B:

Every 10s, compute sum of bytes ,outputitinafield called TotalBytes,
group by srcaddr .

Time Window: 10s
Aggregations: sum(bytes).as(TotalBytes)
Group by Fields: srcaddr

Scenario C:

Every 10s, compute sum of bytes butonlywhere actionis REJECT ,outputit
in afield called TotalBytes ,groupby srcaddr .

Time Window: 10s
Aggregations: sum(bytes).where(action=="REJECT').as(TotalBytes)
Group by Fields: srcaddr

Scenario D:

Every 10s, compute sum of bytes butonly where actionis REJECT , outputit
in afield called TotalBytes .Also,compute distinct countof srcaddr .

Time Window: 10s
Aggregations:
sum(bytes).where(action=="REJECT').as(TotalBytes)

distinct_count(srcaddr).where(action=="'REJECT")

i For further examples, see Engineering Deep Dive: Streaming
Aggregations Part 2 - Memory Optimization
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CEF Serializer

Description

The CEF Serializer takes a list of fields and/or values, and formats them in the
Common Event Format (CEF) standard. CEF defines a syntax for log records. It
is composed of a standard prefix, and a variable extension formatted as a
series of key-value pairs.

Format

CEF:Version|Device Vendor|Device Product|Device Version|Device

Event Class ID|Name|Severity|[Extension]

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Output field: The field to which the CEF formatted event will be output. Nested
addressing supported. Defaults to _raw .
Header Fields

CEF Header field definitions. The field values below will be written pipe ( | )-
delimited in the Output Field. Names cannot be changed. Values can be
computed with JS expression, or can be constants.

o cef_version: Defaultsto CEF:0 .

e device_vendor: Defaultsto Cribl.
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e device_product: Defaultsto Cribl .

e device_version: Defaultsto C.version.
o device_event_class_id: Defaultsto 420 .
e name: Defaultsto Cribl Event.

e severity: Defaultsto 6 .

Extension Fields

CEF Extension field definitions. Field names and values will be written in

key=value format. Select each field's Name from the drop-down list. Values

can be computed with JS expressions, or can be constants.

Example

For each CEF field, allowed values include strings, plus any custom Cribl
function. For example, if using a lookup:

Name: Name

Value expression: C.Lookup('lookup-exact.csv', 'foo').match('abc',

"bar')
This can be used for any of the CEF Header Fields.

v HEADER FIELDS ®

Name @ Value Expression @

cef_version '"CEF:0"

device_vendor "Cribl!

device_product 'Cribl"

device_version C.version

device_event_class_id 420

name C.Lookup('lookup-exact.csv', 'foo').match('abc', 'bar')
severity 6

Vv EXTENSION FIELDS ®

Name ® Value Expression @
c6allabel C.Lookup('lookup-exact.csv', 'foo').match('abc', 'bar')
+ Add Field

The resulting event has the following structure for an Output Field set to
_CEF_out :

_CEF_out:CEF:0|Cribl|Crib1|42.0-61c12259|420|Business Group
616|c6allLabel=Colorado_Ext_Bldg7
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Clone

Description

The Clone Function clones events, with optional added fields. Cloned events
will be sent to the same Destination as the original event, because they are in
the same Pipeline.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Clones: Create clones with the specified fields added and set.

Fields: Set of key-value pairs to add. Nested addressing is supported.

Examples

In this example, the Destination will receive a clone with an env field setto
staging .

Field: env
Value: staging
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Code

If you need to operate on data in a way that can't be accomplished with
LogStream's out-of-the-box Functions, the Code Function enables you to
encapsulate your own JavaScript code. This Function is available in
LogStream 3.1+, and imposes some restrictions for security reasons.

Restrictions

Generally speaking, anything forbidden in JavaScript strict mode is forbidden
in the context of the Code Function. Specifically, the following are not allowed:

e console, eval, uneval, Function (constructor), Promises,

setTimeout , setInterval, global, globalThis ,and window .

Code Functions can include for loops, while loops, and JavaScript
methods such as map , reduce, forEach, some ,and every .For further
details, see Supported JavaScript Options.

LogStream's predefined Functions, such as Eval, cover the vast majority of
scenarios that users typically need to implement. You should use Code
Functions only as a last resort, when you need to construct a complex block of
code.

Also, only skilled JavaScript developers should define Code Functions. This is
to avoid unintended results - such as creating infinite loops, or otherwise
failing to return - that could needlessly add to your throughput burden.

Usage

When added to a Pipeline, the Code Function offers the following configuration
options:
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Filter: JavaScriptfilter expression that selects data to be fed through the
Function. Defaults to true , meaning thatall events will be evaluated.

Description: Optionally, add a simple description of this Function.

Final: If true, stops data from being fed to downstream Functions. Defaults to
No .

Code: The mini-editor where you type your JavaScript code.

Advanced Settings

Maximum number of iterations: The maximum number of iterations per
instance of this Code Function. Defaults to 5,000 ; highest allowed value is
10000 .

Notes and Examples

Code Functions always use the special variable __e to accessthe (context)
eventinside JavaScript expressions.

Possibly the simplest Code Function creates a new field and then assignsita
value:

A Basic Code Function

__e['foo'] = 'Hello, Goats!'

For more ambitious implementations, see Code Function Examples.

Supported JavaScript Options

With some exceptions, the Code Function supports the options described in
the following MDN JavaScript Guide topics:

e Expressions and Operators

e Globalvariables

e Controlflowand error handling
e Loopsand iteration

e Functions

¢ Numbers and dates
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Text formatting
Regular Expressions
Indexed collections
Keyed collections

Working with Objects
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Comment

Description

The Comment Function adds a text commentin a Pipeline. It makes no changes
to event data. The added comment is visible only within the Pipeline Ul, where
itis useful for labeling Pipeline steps.

Usage

Comment: Add your comment as plain text in this field.

io10 Mask true a -
i n Comment Death once had a near-Chuck-Norris experience.

Comment ®

Death once had a near-Chuck-Norris experience.

Examples

This comment labels the Pipeline's next function:
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(\JD..

14 Comment

Comment @

Enrich data with compromised-ips feed from proofpoint/Emer...

Enrich data with compromised-ips feed from proofpoint/Emerging Threats Open Source feed

15 Eval

Filter ®

true

Description ®

Enter a description

Final @ (_J
Evaluate Fields ®
Name ®

compromised

+ Add Field

true

Value Expression

(C.Lookup('compromised-ips.
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DNS Lookup

Description

The DNS Lookup Function offers two operations useful in enriching security
and other data:

e DNS lookups based on host name as text, resolving to A record (IP address)
or to other record types.

e Reverse DNS Lookup. (This duplicates LogStream's existing Reverse DNS
Function, which is now deprecated.)

To reduce DNS lookups and minimize latency, the DNS Lookup Function
incorporates a configurable DNS cache (including resolved and unresolved
lookups). If you need additional caching, consider enabling OS-level DNS
caching on each LogStream Worker that will execute this Function. (OS-level
caching options include DNSMasq, nscd, systemd-resolved, etc.)

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description of this Function. Defaults to empty.

Final: If true, stops data from being fed to downstream Functions. Defaults to
No .

DNS Lookup Fields Section

Lookup field name: Name of the field containing the domain to look up.

Resource record type: DNS record type (RR) to return. Defaults to A 'record.
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Output field name: Lookup result(s) will be added to this field. Leave blank to
overwrite the original field specified in Lookup field name.

Reverse DNS Lookup Field(s) Section

Lookup field name: Name of the field containing the IP address to look up.

A If thefield value is notin IPv4 or IPv6 format, the lookup is skipped.

Output field name: Name of the field in which to add the resolved hostname.
Leave blank to overwrite the original field specified in Lookup field name.

Advanced Settings

DNS server(s) overrides: IP address(es), in RFC 5952 format, of the DNS
server(s) to use for resolution. IPv4 examples: 1.1.1.1, 4.2.2.2:53 .1Pv6
examples: [2001:4860:4860::8888] , [2001:4860:4860::8888]:1053 . If
this field is not specified, LogStream will use the system's DNS server.

Reload period (minutes): How often to refresh the two-level DNS cache.
Defaultsto 30 minutes;use 0 to disable refreshes. At each specified reload
interval, the secondary cache is flushed, the primary cache's entries rotate to
the secondary cache, and active secondary-cache entries are promoted back to
the primary cache for faster lookup.

Maximum cache size: Maximum number of DNS resolutions to cache locally.
Before changing the default 5000 , contact Cribl Supportto understand the
implications. Highest allowed value is 10000 .

Example

This example Pipeline chains two Functions. First, we have an Eval Function
that defines key-value pairs for two alphabetical domain names and two
numeric IP addresses.
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Pipelines » dns-lookup-example
Attached to Route: default
~ lm# Function
© i
Filter ®

I true

Description ?
Eval for DNS

Final @ (_
Evaluate Fields ®
Name (@

cribl_domain
cribl_ip
google_domain

google_ip

Filter

true

Value Expression (2
I 'cribl.qdo’
I '23.185.0.1'
I 'www . google.com'

I '172.217.172.164"

+ Add Function = &3

DNS Lookup: Eval Function

Show All v

Help EH
]

hall Rl
X X X X

hall

Next, the DNS Lookup Function looks up several record types for the two

domain names, placing each retrieved record type in its own output field.

O 2
Filter ®

I true

Description @

Final @ (_J
DNS lookup field(s) @
Lookup field name ®

cribl_domain
google_domain
google_domain
cribl_domain
cribl_domain
cribl_domain

cribl_domain

true

Resource record type

@
SOA

TXT
MX
ANY

SOA

Output field name ®

lookup_cribl_domain_SOA

lookup_google_domain_A

lookup_google_domain_AAAA

lookup_cribl_domain_TXT
lookup_cribl_domain_MX
lookup_cribl_domain_any

lookup_cribl_domain_SOA

DNS Lookup: multiple record types
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Finally, the same Function's Reverse DNS lookup section retrieves domain
names for the two IP addresses.

Reverse DNS lookup field(s) ?®

Lookup field name @ Output field name @
cribl_ip reversed_cribl_ip
google_ip reversed_google_ip

+ Add field(s)

DNS Lookup: reverse lookups
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Drop

Description

The Drop Function will drop/delete any events that meet the Filter expression.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Example

Assume that we care only about errors, so we want to filter out any events that
contain the word “success,” regardless of case: “success,” “SUCCESS,” etc.

In our Drop Function, we’ll use the JavaScript search() method to search the
_raw field’s contents for our target pattern. We know that search() returns
a non-negative integer to indicate the starting position of the first match in the
string, or -1 if no match. So we can evaluate the Function as true when the
returnvalueis>= 0.

Filter: _raw.search(/success/i)>=0
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Dynamic Sampling

Description

The Dynamic Sampling Function filters out events based on an expression, a
sample mode, and events' volume. Your sample mode’s configuration
determines what percentage of incoming events will be passed along to the
next step.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events passed into the Function will be
evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Sample mode: Defines how sample rate will be derived. For formulas and
usage details, see Sample Modes below. Supported methods:

e Logarithmic (the default): log(previousPeriodCount) .

e Squareroot: sqrt(previousPeriodCount) .

Sample group key: Expression used to derive sample group key. For example:
${domain}:${httpCode} . Each sample group will have its own derived
sampling rate, based on volume. Defaults to “${host}" .

All events without a host field passing through the Function will be associated
with the same group and sampled the same.

Advanced Settings
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e Sample period Sec: How often (in seconds) sample rates will be adjusted.
Defaultsto 30 .

e Minimum events: Minimum number of events that must be received, in
previous sample period, for sampling mode to be applied to current
period. If the number of events received for a sample group is less than
this minimum, a sample rate of 1:1 is used. Defaults to 30 .

e Max sampling rate. Maximum sampling rate. If the computed sampling rate
is above this value, the rate will be limited to this value.

How Does Dynamic Sampling Work

Compared to static sampling, where users must select a sample rate a priori,
Dynamic Sampling allows for automatically adjusting sampling rates, based on
incoming data volume per sample group. This Function allows users to setonly
the aggressiveness/coarseness of this adjustment. Square Rootis more
aggressive than Logarithmic mode.

As an event passes through the Function, it's evaluated against the Sample
Group Key expression to determine the sample group it will be associated with.
For example, given an event with these fields: ...ip=1.2.3.42,

port=1234... ,and a Sample Group Keyof “${ip}:${port}" ,theeventwill
be associated with the 1.2.3.42:1234 sample group.

A Ifthe Sample Group Key is left atits “${host}" default, all events
without a host will be associated with the same group and sampled
the same.

When a sample group is new, it will initially have a sample rate of 1:1 for
Sample Period seconds (this value defaults to 30 seconds). Once Sample
Period seconds have elapsed, a sample rate will be derived based on the
configured Sample Mode , usingthe sample group's eventvolume during the
previous sample period.

For example, assuming a Logarithmic Sample Mode:

Period 0 (first 30s): Number of events in sample group: 1000 , Sample Rate:
1:1, Events allowed: ALL
Sample Rate calculation for next period: Math.ceil(Math.log(1000)) = 7
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Period 1 (next 30s) -- Number of events in sample group: 4000 , Sample Rate:
7:1 : Events allowed: 572
Sample Rate calculation for next period: Math.ceil(Math.log(4000)) = 9

Period 2 (next 30s) -- Number of events in sample group: 12000 , Sample Rate:
9:1 : Events allowed: 1334

Sample Rate calculation for next period: Math.ceil(Math.log(12000)) =

10

Period 3 (next 30s) -- Number of events in sample group: 2000 , Sample Rate:
10:1 : Events allowed: 200
Sample Rate calculation for next period: Math.ceil(Math.log(2000)) = 8

Sample Modes

1. Logarithmic - The sample rate is derived, for each sample group, using a
natural log: Math.ceil(Math.log(lastPeriodVolume)) . This modeis
less aggressive, and drops fewer events.

2. Square Root - The sample rate is derived, for each sample group, using:
Math.ceil(Math.sqrt(lastPeriodVolume)) . This mode is more
aggressive, and drops more events.

Example

Here’s an example that illustrates the effectiveness of using the Square Root
sample mode.

Settings:

Sample Mode: Square Root
Sample Period (sec): 20
Minimum Events: 3

Max. Sampling Rate: 3

Results:

Events In: 4.23K
Events Out: 1.41K
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default:test

172.82k 387.11eps
Events Ir

129.03ep.

hruput In hruput Ou

In this generic example, we reduced the incoming event volume from 4.23K to
1.41K. Your own results will vary depending on multiple parameters - the

Sample Group Key, Sample Period, Minimum Events, Max Sampling Rate, and
rate of incoming events.

i For further examples, see Getting Smart and Practical With Dynamic
Sampling.
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Eval

Description

The Eval Function adds or removes fields from events. (In Splunk, these are
index-time fields.)

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Evaluate fields: Set of key/value pairs to add. The left-hand side input (Name)
is the key name. The right-hand side input (Value Expression) is a JS
expression to compute the value - this can be a constant. Nested addressing is
supported. Strings intended to be used as values must be single- or double-
quoted. (For details, see Introduction to Expression Syntax.)

Keep fields: List of fields to keep. Wildcards (*) and nested addressing are
supported. Takes precedence over Remove fields (below). To reference a
parent object and all children requires using the (*) wildcard. For example, if
_rawis converted to an objectthen use _raw* to refer to itself and all
children.

Remove fields: List of fields to remove. Wildcards (*) and nested addressing are

supported. Cannot remove fields matching Keep fields. Cribl LogStream

internal fields that start with __ (double underscore) cannot be removed via

wildcard. Instead, they need to be specified individually. For example,
__myField cannotberemoved by specifying __myFx .
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Using Keep and Remove

Afield matching an entry in both Keep (wildcard or not) and Remove will notbe
removed. This is useful for implementing “remove all but” functionality. For
example, to keeponly _time, _raw, source, sourcetype, host ,wecan
specify them allin Keep, while specifying * in Remove.

Negated terms are supported in both Keep fields and Remove fields. The list is
order-sensitive when negated terms are used. Examples:

e I!foobar, foox means "Allfields thatstart with 'foo' except foobar ."

e Ifoox, * means "Allfields exceptfor those that start with 'foo".

Examples
Scenario A: Create field myField with staticvalue of valuel :

e Name: myField

e Value Expression: 'valuel'
Scenario B: Setfield action to blocked if login==error:

e Name: action

e Value Expression: login=='fail' ? 'blocked' : action
Scenario C: Create a multivalued field called myTags . (i.e., array):

e Name: myTags

e Value Expression: ['failed', 'blocked']
Scenario D: Add value error tothe multivalued field myTags :

e Name: myTags

e Value Expression: login=='error' ? [...myTags, 'error'] : myTags
(The above expression is literal, and uses JavaScript spread syntax.)

Scenario E: Rename an identification field to the shorter ID - copying
over the original field’s value, and removing the old field:

e Name: ID
e Value Expression: identification

e Remove Field: identification
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i Seelngest-time Fields for more examples.

Advanced Usage Notes

Execution Without Assignment

The Eval Function can execute expressions without assigning their value to the
field of an event. You can do this by simply leaving the left-hand side input
empty, and having the right-hand side do the assignment.

Example: Parse and Merge to Existing Field

Object.assign(foo, JSON.parse(bar), JSON.parse(baz)) on theright-
hand side (and left-hand side empty) will JSON-parse the stringsin bar and
baz , merge them, and assign their value to foo , an already existing field.

Example: Reference Event with __e

To parse JSON, enter Object.assign(__e, JSON.parse(_raw)) onthe
right-hand side (and left-hand side empty). __e is aspecial variable that
refers to the (context) event within a JS expression. In this case, content
parsed from _raw is added atthe top level of the event.

Set/Unset Control Fields

You can also use the Eval Function to setand unset control fields (e.g.,
_TCP_ROUTING in Splunk), via this syntax: _ctrl.<name> . Controlfields can
be referenced only on the left-hand side of Add. (l.e., they cannot be read or
used on the right-hand side, and cannot be referenced in Remove.)

To unset/delete a control field, setits value to undefined . These fields are
normally not needed for event computations, and Cribl suggests that only
experts should modify them. Please reach out to Criblif you need help with
this topic.
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Flatten

Description

The Flatten Function is used to flatten fields out of a nested structure.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description of this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Fields: List of top-level fields to include for flattening. Supports * wildcards.
Does notsupportinternal fields that begin with double-underscores ( __ ).
Defaults to empty array, which means all fields.

Prefix: Prefix string for flattened field names. Defaults to empty.

Depth: Number representing the nested levels to consider for flattening.
Minimum 1 .Defaultsto 5.

Delimiter: Delimiter to be used for flattening. Defaults to _ (underscore).

Example
Add the following test sample in Preview > Paste a Sample:

input

{ "accounting" : [ { "firstName" : "John", "lastName" : "Doe", "age" : 23
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Under Select Event Breaker, choose ndjson (newline-delimited JSON), and
click Save as a Sample File.

Here's sample output with all settings at default:

output

{
"accounting_0_firstName": "John",
"accounting_0_lastName": "Doe",
"accounting_0_age": 23,
"accounting_1_firstName": "Mary",
"accounting_1_lastName": "Smith",

"accounting_1_age": 32,
"sales_0_firstName": "Sally",

"sales_0_lastName": "Green",
"sales_0_age": 27,
"sales_1_firstName": "Jim",

"sales_1_lastName": "Galley",
"sales_1_age": 41,

Using the Flatten Function’s default settings, we successfully create top-level
fields from the nested JSON structure, as expected.
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GeolP

Description

The GeolP Function enriches events with geographic fields, given an IP
address. Itis optimized for binary databases such as MaxMind's GeolP.

[] For details on setting up MaxMind (and similar) databases, see
Managing Large Lookups.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaults to true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

GeolP file (.mmdb): Path to a Maxmind database, in binary format, with .mmdb
extension.

i [Ifthedatabasefileis located within the lookup directory
( $CRIBL_HOME/data/lookups/ ), the GeolP flle does not need to be
an absolute path.

In distributed deployments, ensure that the Maxmind database file is
in the same location on both the Leader and Worker Nodes.

IP field: Field name in which to find an IP to look up. Can be nested. Defaults to
ip .
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Result field : Field name in which to store the GeolP lookup results. Defaults to

geoip .

Examples

Assume thatyou are receiving SMTP logs, and need to see geolocation
information associated with IPs using the SMTP service.

Here's a sample of our data, from IPSwitch IMail Server logs:

03:19 03:22 SMTPD(00180250) [192.168.1.131] connect 74.136.132.88
port 2539 03:19 03:22 SMTPD(00180250) [74.136.132.88] EHLO
msnbc.com 03:19 03:22 SMTPD(00180250) [74.136.132.88] MAIL FROM:
<info-jjgcdshxatest.us> 03:19 03:22 SMTPD(00180250)
[74.136.132.88] RCPT To:<useradomain.com>

In this example, we’ll chain together three Functions. First, we’ll use a Regex
Extract Function to isolate the host’s IP. Next, we’ll use the GeolP Function to
look up the extracted IP against our geolP database, placing the returned info
intoanew __geoip field. Finally we’ll use an Eval Function to parse that field’s
city, state, country, ZIP, latitude, and longitude.

Function 1 - Regex Extract

Regex: \[(?<ip>\S+)\]
Sourcefield: _raw
Result: 74.136.132.88
Function 2 - GeolP
Event’s IP field: ip

Resultfield: __geoip

Function 3 - Eval

Name Value Expression

City __geoip.city.names.en
Country __geoip.country.names.en
Zip __geoip.postal.code

Lat __geoip.location.latitude
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Long __geoip.location.longitude

In the Eval Function’s Remove fields setting, you could specify the __geoip
field for removal, if desired. However, its __ prefix makes it an internal field

anyway.

[] Forahosted tutorial on applying the GeolP Function, see Cribl's
GeolP and Threat Feed Enrichment Sandbox.
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Grok

Description

The Grok Function extracts structured fields from unstructured log data, using
modular regex patterns.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Optional description of this Function's purpose in this Pipeline.
Defaults to empty.

Final: If toggled to Yes , stops data from being fed to downstream Functions.
Defaultsto No .

Pattern: Grok pattern to extract fields. Cick the Expand button atrightto open a
preview/valdiation modal. Syntax supported: %{PATTERN_NAME:FIELD_NAME} .

Click + Add pattern to chain more patterns.

Source field: Field on which to perform Grok extractions. Defaults to _raw .

Management

You can add and edit Grok patterns via LogStream's Ul by selecting Knowledge
> Grok Patterns. Pattern files are located at:
$CRIBL_HOME/(default|local)/cribl/grok-patterns/

Example

Example event:
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{"_raw": "2020-09-16T04:20:42.45+01:00 DEBUG This is a sample debug log me

Pattern: %{TIMESTAMP_IS08601:event_time} %{LOGLEVEL:log_level} %
{GREEDYDATA:1log_message}
Source Field: _raw

Event after extraction:

{"_raw": "2020-09-16T04:20:42.45+01:00 DEBUG This is a sample debug log me
" _time": 1600226442.045,
"event_time": "2020-09-16T04:20:42.45+01:00",
"log_level": "DEBUG",
"log_message": "This is a sample debug log message",

}

Note the new fields added to the event: event_time, log_level ,and

log_message .

References

e Syntaxfor a Grok patternis %{PATTERN_NAME:FIELD_NAME} .E.g.: %
{IP:client} %{WORD:method} .

o Useful links for creating and testing Grok patterns:
http://grokdebug.herokuapp.com and
http://grokconstructor.appspot.com/.

o Additional patterns are available here:
https://github.com/logstash-plugins/logstash-patterns-
core/tree/master/patterns.
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JSON Unroll

Description

The JSON Unroll Function accepts a JSON object string _raw field,
unrolls/explodes an array of objects therein into individual events, while also
inheriting top level fields. See example(s). Cribl highly recommends not using
this JSON Unroll function for certain types of data. Instead, perform the
unrolling using an event breaker for those inputs which support configuring an
event breaker. Specifying the event breaker type JSON Array and toggling the
JSON Extract Fields option to Yes will accomplish the same unrolling but much
more efficiently. This is recommended, for example, for CloudTrail and
Office635 events, which are collected as JSON arrays.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Path: Path to array to unroll, e.g., foo.0.bar .

New name: The name that the exploded array element will receive in each new
event. Leave empty to expand the array element with its original name.

Example(s)

Assume you have an incoming eventthathasa _raw field asa JSON object
string like this:

Sample _raw field
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{"date":"9/25/18 9:10:13.000 PM",

"name":"Amrit",

"age":42,

"allCars": [
{ "name":"Ford", "models":[ "Fiesta", "Focus", "Mustang" ] },
{ "name":"GM", "models":[ "Trans AM", "Oldsmobile", "Cadillac" ] }
{ "name":"Fiat", "models":[ "500", "Panda" ] },
{ "name":"Blackberry", "models":[ "KEY2", "Bold Touch 9900" ] }

Settings:

Path: allCars
New Name: cars

Output Events:

Resulting Events

Event 1:
{"_raw":"{"date":"9/25/18 9:10:13.000 PM", "name":"Amrit","age":42,"cars":{

Event 2:
{"_raw":"{"date":"9/25/18 9:10:13.000 PM", "name":"Amrit",6 "age":42,"cars":{

Event 3:
{"_raw":"{"date":"9/25/18 9:10:13.000 PM", "name":"Amrit","age":42,"cars":{

Event 4:
{"_raw":"{"date":"9/25/18 9:10:13.000 PM", "name":"Amrit",6 "age":42,"cars":{

Each element under the original allCars array is now placed in a cars field in its
own event, inheriting original top level fields; date, name and age
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Lookup

Description

The Lookup Function enriches events with external fields, using lookup table
filesin CSV, compressed .csv.gz ,or binary .mmdb format.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Lookup file path (.csv, .csv.gz): Path to the lookup file. Select an existing file

that you've uploaded via LogStream's Ul at Knowledge > Lookups Libary, or

specify the path. You can reference environmentvariables via $ ,e.g.:
$CRIBL_HOME/file.csv .

i When you configure this field via a distributed deployment's

Leader Node, LogStream will swap
$CRIBL_HOME/groups/<groupname>/ for $CRIBL_HOME when

validating whether the file exists. In this case, the default upload path
changes from $CRIBL_HOME/data/lookups (single-instance
deployments) to
$CRIBL_HOME/groups/<groupname>/data/lookups/ (distributed
deployments).

Match mode: Defines the format of the lookup file, and indicates the matching
logic that will be performed. Defaults to Exact .
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Match type: For CIDR and Regex Match modes, this attribute refines how to
resolve multiple matches. First match will return the first matching entry.
Most specific will scan all entries, finding the most specific match. A1l will
return all matches in the output, as arrays. (Defaultsto First match .

Not displayed for Exact Match mode.)

Lookup fields (.csv): Field(s) that should be used to key into the lookup table.

¢ Lookup field name in event: Exact field name as it appears in events.
Nested addressing supported.

e Corresponding field name in lookup: The field name as it appears in the
lookup file. Defaults to the Lookup field name in event value. This inputis
optional.

A\ Case-Sensitive / Multiple Matches

Lookups are case-sensitive by default. (See the Ignore case option
below.)

If the lookup file contains duplicate key names with different values,
all Match modes of this Function will use only the value in the key's
finalinstance, ignoring all preceding instances.

Output field(s): Field(s) to add to events after matching the lookup table.
Defaults to all if not specified.

e Output field name from lookup: Field name, as it appears in the lookup
file.

e Lookup field name in event: Field name to add to event. Defaults to the
lookup field name. This inputis optional. Nested addressing is supported.
Advanced Settings

Reload period (sec): Periodically check the underlying file for modtime
changes, and reload if necessary. Use -1 to disable. Defaultsto 60 .

Ignore case: Ignore case when performing Match mode: Exact lookups.
Defaultsto No .

Add to raw event: Whether to append the looked-up values to the _raw field,
as key=value pairs. Defaults to No .
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Examples

Example 1: Regex Lookups

Assign a sourcetype field to events if their _raw field matches a particular
regex.

paloalto.csv

regex,sourcetype

AN, 1+, 00, 1+, [0, 1+, THREAT" pan: threat
"N T4, [0, 14, [0, 1+, TRAFFIC, pan: traffic
AN T+, 00, 14,00, 14, SYSTEM" , pan:system

Match mode: Regex
Match type: First match

Lookup field name in event: _raw

Corresponding field name in lookup: regex
Events before and after
#it# BEFORE:

{"_raw": "Sep 20 13:03:55 PA-VM 1,2018/09/20 13:03:58,FO0BAR,TRAFFIC,end,2
{"_raw": "Sep 20 13:03:55 PA-VM 1,2018/09/20 13:03:58,FO0BAR, THREAT,end,20

### AFTER:

{"_raw": "Sep 20 13:03:55 PA-VM 1,2018/09/20 13:03:58,F00BAR, TRAFFIC,end,?2

"sourcetype": "pan:traffic"
}
{"_raw": "Sep 20 13:03:55 PA-VM 1,2018/09/20 13:03:58,FO0BAR, THREAT,end,20
"sourcetype": "pan:threat"
}

Example 2: CIDR Lookups

Assigna location field to events if their destination_ip field matchesa
particular CIDR range.

paloaltoips.csv

range,location
10.0.0.0/24,San Francisco
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10.0.0.0/16,California
10.0.0.0/8,US
Match mode: CIDR
Match type: See options below
Lookup field name in event: destination_ip

Corresponding field name in lookup: range

In Match mode: CIDR with Match type: Most specific, the lookup will

e

implicitly search for matches from most specific to least specific.
Thereis no need to pre-sort data.

Note that Match mode: CIDR with Match type: First Match is likely the
most performant with large lookups. This can be used as an
alternative to Most specific, if the file is sorted with the most
specific/relevant entries first. This mode still performs a table scan,
top to bottom.

Events before and after
### BEFORE:

{"_raw": "Sep 20 13:03:55 PA-VM 1, 2018/09/20 13:03:58,FO0BAR, TRAFFIC,end,
"destination_ip": "10.0.0.102"
}

### AFTER with Match Type: First Match

{"_raw": "Sep 20 13:03:55 PA-VM 1, 2018/09/20 13:03:58,F00BAR,TRAFFIC,end,
"destination_ip": "10.0.0.102",
"location": "San Francisco"

}
### AFTER with Match Type: Most Specific

{"_raw": "Sep 20 13:03:55 PA-VM 1, 2018/09/20 13:03:58,F00BAR,TRAFFIC,end,
"destination_ip": "10.0.0.102",
"location": "San Francisco"

}

### AFTER with Match Type: All

{"_raw": "Sep 20 13:03:55 PA-VM 1, 2018/09/20 13:03:58,F00BAR,TRAFFIC,end,
"destination_ip": "10.0.0.102",

"location": [
"San Francisco",

Page 335 of 1051



"California",
IIUSII'
1}

More Examples and Scenarios
More examples:

e Ingest-time Lookups.
e Lookups and Regex Magic.

e Lookups as Filters for Masks.
Seealso:

e Managing Large Lookups to optimize file locations for large lookup files.

e Redis Function for faster lookups using a Redis integration.
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Mask

Description

The Mask Function masks, or replaces, patterns in events. This is especially
useful for redacting Pll (personally identifiable information) and other
sensitive data.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Masking rules: Match Regex and Replace Expression pairs. Defaults to empty.
Each row has the following fields:

e Match regex: Pattern to replace. Supports capture groups. Use /g to
replace all matches, e.g.: /foo(bar)/g

* Replace expression: A JavaScript expression or literal to replace all
matching content.

To add more rows, click + Add Rule .

Apply to fields: Fields on which to apply the masking rules. Defaults to _raw .
Add more fields by typing in their names, separated by hard returns. Supports
wildcards ( * ) and nested addressing. Supports double-underscore ( __)
internal fields only if individually enumerated - not via wildcards.

i Negated terms are supported. When you negate field names, the
fields listis order-sensitive. E.g., !foobar before foox means
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"Apply to all fields that start with foo , except foobar ." However,
Ifoox before * means "Apply to all fields, except for those that
start with foo ."

Advanced Settings

Evaluate fields: Optionally, specify fields to add to events in which one or more
of the Masking Rules were matched. These fields can be useful in downstream

processing and reporting. You specify the fields as key-value expression pairs,
like those in the Eval Function.

e Name: Field name.

e Value Expression: JavaScript expression to compute the value (can be a
constant).

Evaluating the Replace Expression

The Replace expression field accepts a full JS expression that evaluates to a
value, so you're not necessarily limited to what's under C.Mask . For example,
you can do conditional replacement: gi1%2==1 ? “fieldA="odd"" :
“fieldA="even""

The Replace expression can reference other event fields as event.
<fieldName> . For example, “${g1}${event.source}” .Notethatthisis
slightly different from other expression inputs, where event fields are
referenced without event. Here, we requirethe event. prefixforthe
following reasons:

e Wedon'texpect this to be acommon case.

e Expandingthe eventin the replace context would have a high performance
hit on the common path.

e Thereisaslightchance thatthere mightbea gN field in the event.

Examples

Example 1: Transform a String

Here, we'll simply search for the string dfhgdfgj , and replace thatvalue (if
found) with Trans AM . This will help close America’s muscle-car gap:
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a [E _raw:
age: 42
EHcars:
[El models:
dfhgdfgj
Oldsmobile
Cadillac
name: GM
date: 9/25/18 9:10:13.000 PM
name: Amrit
# _time: 1592967288.745
0 cribl_breaker: Break on newlines

o cribl_pipe: transam

Event before masking

Configure the Mask Function > Masking Rules as follows:

Match Regex: dfhgdfgj
Replace Expression: Trans AM

2 Mask true
Filter (3
true

Description (%)

center a descriptior

Final & (_NTLY
Masking Rules*®
Match Regex (7 Replace Expression ()
/ dfhgdfgj /B | 'ITrans AN
+ Add Rule

Apply to Fields 2

_raw

Mask Function configuration

Result: Vroom vroom!
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a 3 _raw:

age: 42
[ et tcors: 4—tems——
Elcars:
[H models:
Trans AM
Oldsmobile
Cadillac
name: GM
date: 9/25/18 9:10:13.000 PM

name: Amrit

# _time: 1592967288.745
0 cribl_breaker: Break on newlines

0 cribl_pipe: transam

Event after masking

Example 2: Mask Sensitive Data

Assume thatyou're ingesting data whose _raw fields contain unredacted

Social Security numbers in the Key=Value pattern social=######### .

Q o o o #

a _raw: 2020-07-22 05:22:43,330,Event [Event=UpdateBillingProvQuote, timestamp=1577371 G—|

0, properties={JIMSCorrelationID=NA, JMSMessageID=ID:ESP-PD.C7A19FC656293:AB21BCF
E, orderType=NewActivation, quotePriority=NORMAL, conversationId=ESB~BEBFAB927C87
5E35:81E10EA8:47283ADA8A10:5568, credits=NA, JIMSReplyTo=pub.esb.genericasync.resp
onse, timeTolLive=-1, serviceName=UpdateBillingProvisioning, esn=10D9C064A00987, a
ccountNumber=900001336, , MethodName=InternalEvent, AdapterName=U
pdateBillingProvQuote, meid=NA, orderNumber=9000000000002363, quoteNumber=4258319
8, ReplyTo=NA, userName=yosem7, EventConversationID=NA, mdn=6248526355, accountTy
pe=PostPaid, marketCity="JOLIET", marketState=IL, marketZip=60432, billingCycle=2
4, autoBillPayment=T, phoneCode=SGS5, phoneType=Android, phoneName="Samsung GALAX
Y S5", planCode=1400P0ST5L90, planType=PostPaid, planPrice=89.99, planName="1400
Minute Family", planDescription="Nationwide 1400 Minutes, Unlimited Mobile to Mob
ile, Unlimited Night & Weekend, Unlimited Data'", cardNumber=3569948084568945, net

workProviderName=Splunktel}] Show less

_time: 1595395363.33

host: 127.0.0.1

index: cribl

source: /opt/tibco/tra/apps/ESB/logs/business_event.log

sourcetype: business_event

Event with unredacted SSNs
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You can use a Mask Function to run an md5 hash of the social keys' numeric
values, replacing the original values with the hashed values. Configure the
Masking Rules as follows:

Match Regex: (social=)(\d+)
Replace Expression: “${g1}${C.Mask.md5(g2)}"

In the first example everything in the Match regex field was replaced by the
Replace Expression. However if thatisn't desired then you can use capture
groups in the Match Regex to define individual string components for
manipulation or, alternatively, use string literals in the Replace expression for
retaining any static text. Any content matching the Match Regex that is not
inserted into the Replace expression will not be retained.

In this example, social= isassigned to capture group gl for later reference.
Thevalue of social= will be hashed by referencingitas g2 in the md5
function. If we didn't make social= its own capture group (or specified
social= asa literalin the Replace Expression) then we cannot reference it
using gl in the Replace expression, the value of social= would instead be
assigned to g1, and the entire social=######### string would be replaced
with a hash of the social security number, which probably isn't desired because
no one would know the value being hashed without a field name preceding it.

@ 1 Mask sourcetype=='business_event' m

Filter ®
true E

Description ®

Final ® (_

Masking Rules*

Match Regex ® Replace Expression ®
/ (social=) (\d+) / R “${gl}${C.Mask.md5(g2)}" Z X
+ Add Rule

Apply to Fields ®

i_raw x

Mask Function configuration

Result: The sensitive values are replaced by their md5 hashes.
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o _raw: 2020-07-22 05:22:43,330,Event [Event=UpdateBillingProvQuote, timestamp=1577371270, properties={JMSCorrel

ationID=NA, JIMSMessageID=ID:ESP-PD.C7A19FC656293:AB21BCFE, orderType=NewActivation, quotePriority=NORMA
L, conversationId=ESB~BEBFAB927C875E35:81E10EA8:47283ADA8A10:5568, credits=NA, JMSReplyTo=pub.esb.generi
casync.response, timeTolLive=-1, serviceName=UpdateBillingProvisioning, esn=10D9C064A00987, accountNumber
=900001336, , MethodName=InternalEvent, AdapterName=UpdateBilling
ProvQuote, meid=NA, orderNumber=9000000000002363, quoteNumber=42583198, ReplyTo=NA, userName=yosem7, Eve
ntConversationID=NA, mdn=6248526355, accountType=PostPaid, marketCity="JOLIET", marketState=IL, marketZi
p=60432, billingCycle=24, autoBillPayment=T, phoneCode=SGS5, phoneType=Android, phoneName="Samsung GALAX
Y S5", planCode=1400P0ST5L90, planType=PostPaid, planPrice=89.99, planName="1400 Minute Family", planDes
cription="Nationwide 1400 Minutes, Unlimited Mobile to Mobile, Unlimited Night & Weekend, Unlimited Dat
a", cardNumber=3569948084568945, networkProviderName=Splunktel}] Show less

_time: 1595395363.33

cribl_pipe: business_event

index: cribl

source: /opt/tibco/tra/apps/ESB/logs/business_event. log

#
a
a host: 127.0.0.1
a
a
a

sourcetype: business_event

i

Event with hashed SSNs

In scenarios where you need to send unmodified values to certain
Destinations (such as archival stores), you can narrow the Mask
Function's scope by setting the associated Route's Output field.

For further masking examples, see Masking and Obfuscation.
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Numerify

Description

The Numerify Function converts event fields that are numbers to type number .

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults
to No.

Ignore fields: Specify fields to not numerify. Type in field names, separated by
hard returns. Supports wildcards ( * ) and nested addressing. When empty
(the default), Numerify applies to all fields. When populated, takes precedence
over the Include expression.

i Double Negatives

Ignore fields also supports negated terms. When you negate field
names, the fields listis order-sensitive. E.g., !foobar before foox
means "Ignore all fields that start with foo , except foobar ."
However, !foox before * means"Ignore all fields, except for those
thatstartwith foo ."

Include expression: Optional JavaScript expression to specify fields to
numerify. If empty (the default), the Function will attempt to numerify all fields
- except those listed in Ignore fields, which takes precedence. Use the name
and value globalvariables to access fields' names/values. (Example: value
'= null.)You can access other fields' valuesvia __e.<fieldName> .
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Format: Optionally, reformat or truncate the extracted numeric value. Select
one of:

e None: Applies no reformatting (the default).

e Floor: Rounds the number down to the lower adjacent integer (truncates
it).

e Ceil: Rounds the number up to the higher adjacentinteger, removing
decimal digits.

e Round: Rounds (truncates) the number to a specified number of digits.
This option exposes an extra field:
 Digits: Number of digits after the decimal point. Enter a value between
0 - 20 ;defaultsto 2.

Examples

Scenario A:

Assume an event whose text contains a numeric value that must be extracted to
perform some numeric analysis. The text looks like this:

version=11.5.0.0.1.1588476445
We can extract the numeric value by chaining together two Functions:

1. A Regex Extract Function. Setits Regex field to /version=(?<ver>\d+)/,
to capture the first set of digits found in the event string.

2. Then use Numerify.

This captures the substring 11 and converts itto a numeric 11 value.

Scenario B:

Assume email transaction log events like the sample below. The final field is the
message’s size, in bytes. We want to extract this as a numeric value, for analysis
in LogStream or downstream services:

03:19 03:22 SMTPD (00180250) [209.221.59.70]
C:\IMail\spool1\D28de®018025017cd.SMD 3827

Again, we can accomplish this with two Functions:
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1. A Regex Extract Function. To capture a substring of digits that follows six
other substrings (all separated by white space), we set the Regex field to:
\SH\Ss+\S+\s+\S+\s+\S+\s+\S+\s+\S+\s+( ?<bytes>\d+)

2. Then use Numerify.
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Parser

Description

The Parser Function can be used to extract fields out of events, or to reserialize
(rewrite) events with a subset of fields. Reserialization will maintain the format
of the events.

For example: If an event contains comma-delimited fields,and fieldA and
fieldB are filtered out, those fields' positions will be setto null , butnot
deleted completely.

Parser cannot remove fields that it did not create. A subsequent Eval Function

can do so.

Usage

Filter: Filter expression (JS) that selects data to be fed through the Function.
Defaultsto true , meaningthatall events will be evaluated.

Description: Simple description about this Function. Defaults to empty.

Final: If true, stops data from being fed to the downstream Functions. Defaults

to No.

Operation mode: Extract will create new fields. Reserialize will extract, filter
fields, and then reserialize.

Type: Parser/Formatter type to use. Options:

e CSV

e Extended Log File Format (ELFF)
e Common Log Format (CLF)

e K=V Pairs

e JSON
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e Delimited Values
Setting Type to Delimited Values displays the following extra options:

¢ Delimiter: Delimiter character to split value. Defaults to comma ( , ). You
can also specify pipe ( | ) or tab characters.

e Quote char: Character used to quote literal values. Defaultsto " .

¢ Escape char: Character used to escape delimiter or quote characters.
Defaults to: \

e Nullvalue: Field value representing the null value. These fields will be
omitted. Defaults to: -

Library: Select an option from the Parsers Library.

Source field: Field that contains text to be parsed. Not usually needed in
Serialize mode.

Destination field: Name of field in which to add extracted and serialized fields.
If multiple new fields are created and this setting is configured then all new
fields are created as elements of an array with the array name set to the name
specified for this setting. If you want all new fields to be independent, rather
than in an array, then specify them using List of fields below. (Extract and
Serialize modes only.)

Clean fields: This option appears for Type: K=V Pairs. Toggle to Yes to clean
field names by replacing non-alphanumeric characters with _ . This will also
strip leading and trailing " symbols.

List of fields: Fields expected to be extracted, in order. If not specified, Parser
will auto-generate fields.

Fields to keep: List of fields to keep. Supports wildcards ( * ). Takes
precedence over Fields to remove. Nested addressing supported.

Fields to remove: List of fields to remove. Supports wildcards ( * ). Cannot
remove fields matching Fields to keep. Nested addressing supported.

i Negated terms are supported in both Fields to remove and Fields to
keep. When you use negated terms, the list is order-sensitive.
E.g., !foobar, foo* means "Allfields thatstartwith foo , except
foobar ." However, !foox, * means "All fields, exceptfor those
that start with foo ."
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Fields filter expression: Expression to evaluate against {index, name,
value} contextof each field. Return truthy to keep, falsy to remove field. Index
is zero-based.

How Fields Settings Interact

The Fields to keep, Fields to remove, and Fields filter expression settings

interact as follows:

¢ Order of evaluation: Fields to keep > Fields to remove > Fields filter

expression.

o Ifafieldisin both Fields to keep and Fields to remove, Fields to keep takes

precedence.

o Ifafieldisin both Fields to remove and Fields filter expression, Fields to

remove takes precedence.

Example 1

Insert the following sample, using Preview > Add a Sample > Paste a Sample:
2019/06/24 05:10:55 PM Z
a=000,b=001,c=002,d=003,e=004,f=005,g1=006,g2=007 ,g3=008

Create the following test Parser Function (or import this Pipeline:
https://raw.githubusercontent.com/weeb-cribl/cribl-
samples/master/parser/functions/parser/parser_1.json).

® i1 Parser true ao x
Filter @
true 7]
Description @
Final @ (_

Parser Mode* @

Reserialize

Parser Type* @ Parser Library @

JSON Object

Source Field @

_raw

List of Fields @
Fields To Keep @

Fields To Remove

values.total.*Cxn x : startTime x

Fields Filter Expression @

! (name=="'level' && value=='info') |

Destination Field @
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Parser Function initial configuration

First, set the Parser type to Key=vValue Pairs .

Scenario A:
Keep fields a, b, c.Droptherest.
Expectedresult: a, b, c

e FieldstoKeep: a, b, ¢
e Fieldsto Remove: *

e Fields Filter Expression:

Result: The event will gain four new fields and values, as follows.

e a: 000
e b: 001
e C: 002

e cribl_pipe: parser2

Preview Quick Stats

In out sample_20200624-181004.log > | parser2 et [ > Run| ]
TABLE lul | Select